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Abstract

We present a novel theory that establishes the relationship between light transport in visible and thermal infrared, and heat transport in solids. We show that heat generated due to light absorption can be estimated by modeling heat transport using a thermal camera. For situations where heat conduction is negligible, we analytically solve the heat transport equation to derive a simple expression relating the change in thermal image intensity to the absorbed light intensity and heat capacity of the material. Next, we prove that intrinsic image decomposition for Lambertian scenes becomes a well-posed problem if one has access to the absorbed light. Our theory generalizes to arbitrary shapes and unstructured illumination. Our theory is based on applying energy conservation principle at each pixel independently. We validate our theory using real-world experiments on diffuse objects made of different materials that exhibit both direct and global components (inter-reflections) of light transport under unknown complex lighting.

1. Introduction

Printed on paper, this text appears black because the ink does not reflect much light. So what happens to the light striking the ink? It gets absorbed and converted into heat, thereby disappearing from the visible light transport system. Starting from the early works in 1970s [3, 20, 23, 27, 31, 35], decades of research[6, 18, 33] have attempted to separate surface reflectance and shading from images by modeling shapes[30], illuminations [8] and their interactions [13]. However, in the general case, decomposing light transport is fundamentally an ill-posed problem, thus requiring handcrafted [23] or learned priors[1, 2, 4, 9]. But what if we can somehow observe the light lost to absorption?

Analogous to light transport, heat transport models the generation and flow of heat through a medium and its exchange with the surrounding [5, 34]. In the heat transport system, the heat generated due to light absorption is no different from any other type of heat generation. While heat itself cannot be seen, all objects radiate infrared light based on their surface temperature, and that can be measured using a thermal camera [34]. By modeling heat transport, we make the first attempt to estimate the intensity of light absorbed by an object, thus establishing the connection between light and heat transport.

We develop a novel theory that proves having access to absorbed light turns single view intrinsic image decomposition into a pixel-wise well-posed problem, even for arbitrary shape and illumination. Our key insight is that all the complexities of the reflected light transport are also present in the absorbed light, in the same functional form but simply scaled by the complement of the albedo. Consider the color chart seen in Fig. 1. The amount of irradiance due to the line light is approximately equal for the black and white patches. While the visible image records a low intensity for the black patch, the corresponding increase in intensity in the thermal images is high, and vice versa. Leveraging the
principle of energy conservation, the sum of reflected light and absorbed light at each scene point must equal its irradiance, which is also called as shading. Similarly, we can compute the ratio of reflected light to irradiance, which is also called as surface reflectance or albedo.

A key ingredient in our approach is the ability to estimate the intensity of heat generated due to light absorption. In the general case, estimating it requires solving the heat transport equation which does not have an analytical solution for unknown shapes [5, 34]. However, in the absence of heat conduction, we show that the analytical solution to the heat transport equation for a constant source is a transient response that follows a 2-parameter exponential curve. Therefore, the source intensity can be estimated with as little as three frames from a thermal video. In practice, conduction occurs in all real-world objects albeit to a smaller degree in insulators and regions with low temperature gradient. Therefore, we limit the influence of conduction by focusing on the transient response of each pixel immediately after turning on light. A key limitation of our approach is that we require the system to be at thermal equilibrium before the light is turned on and other sources of heat generation, if any, remain constant. This is required to ensure the rise in temperature is only due to the absorbed light.

Prior works in computational thermal imaging have studied the thermal transient response of objects to heating. Dashpute et al. [11] heat planar objects using a laser and capture a 1 min long thermal video to estimate its thermal diffusivity and emissivity. Of most relevance to our work, Tanaka et al. [32] heat objects using infrared lamps and record a 10 mins long thermal video. They decompose these videos using curve fitting into ambient, specular, diffuse and global components, where the latter two are assumed to be exponential curves. But this decomposition is akin to direct-global separation which is different from intrinsic image decomposition. Also, they use the extracted diffuse component as input to a photometric stereo algorithm. Note that their estimated “albedo” corresponds to absorptivity in the infrared spectrum and their photometric stereo is limited to distant point light sources at known directions (separate video for each direction). In contrast, our theory establishes and exploits the causal relationship between light and heat transport. While light energy is carried via photons, heat is thermal energy exchanged via molecular vibrations. Visible light (VIS, 0.4–0.7\(\mu\)m) transport can model the light scattered by the scene from a source towards the camera. The light absorbed by the scene gets converted to heat which is then exchanged via conduction, convection, retention (i.e., increase in temperature) and radiation, and is governed by the heat transport equation. Similar to VIS transport, Longwave Infrared light (LWIR, 8 − 14\(\mu\)m) transport can be used to model the radiation emitted by objects, based on their temperature, towards a thermal camera.

Our first contribution is an algorithm, described in Sec. 3, for estimating the intensity of absorbed light using only a thermal video. This involves two steps: 1) inferring temperatures using LWIR light transport, and 2) inferring source intensity using heat transport equation. As all objects in the scene constantly exchange heat, it is hard to disambiguate heat generated by light absorption from other sources of heat at equilibrium. However, if we disturb the equilibrium by turning on the visible light at a known time, then the resulting rise in temperature allows us to estimate heat generated only due to our illumination.

Our second contribution is a novel theory, described in Sec. 4, that decomposes VIS transport for arbitrary shapes and illumination. We derive simple analytical expressions for albedo and shading using a visible image and the absorbed light intensity estimated from a thermal video captured by a co-located thermal camera.

3. Estimating Absorbed Light Intensity

Consider a scene initially at thermal equilibrium. At a time \(t_1\), the illumination, which is constant with time, is turned on and a thermal video is captured. We assume the illumination is focused primarily at the target scene and therefore the temperature of the surrounding remains constant. Our objective is to estimate the spatially varying absorbed light (heat source) intensity using a single thermal video.

3.1. Thermal Images to Temperature Changes

In LWIR light transport, all surfaces including the camera and the scene emit (and reflect) radiation. The pixel intensity in the \(n^{th}\) frame \(I_n(\mathbf{p})\) of a thermal video can be written as:

\[
I_n(\mathbf{p}) = \alpha U(T_n(\mathbf{x})) + U_s, \tag{1}
\]
where $T_n(x)$ is the temperature at time $t_n$, $\alpha$ is the effective emissivity, $U_n$ denotes the radiation from the surrounding, and $U(T)$ is a non-linear function that approximates the integral of the Planck radiation law.

For a small range around $T_s$, $U(T)$ can be linearly approximated as:

$$U(T) = k_1(T - T_s) + k_2,$$  

(2)

where $k_1$ and $k_2$ are camera-specific constants that depend on $T_s$. We refer the reader to Appendix A for more details. Combining Eq. (1) and Eq. (2), we get

$$I_n(p) - I_m(p) = k_1\alpha(T_n(x) - T_m(x)).$$  

(3)

The above equation shows that changes in pixel intensity is linearly related to changes in scene temperature. Note that commonly used thermal cameras are uncooled microbolometers that exhibit thermal inertia [28, 29], where the measured intensities have a small delay with respect to changes in the scene. This effect is ignored for the purposes of this paper.

### 3.2. Heat Transport Equation without Conduction

Consider an infinitesimal volume at a scene point with area $\delta_A$ and depth $\delta_z$. The heat transport equation at that point can be written as [5, 34]:

$$C_v \delta_A \delta_z \frac{\partial T}{\partial t} = \kappa \delta_A \delta_z \Delta T + \delta_A h_c(T_s - T) + \delta_A \sigma \epsilon (T_s^4 - T^4) + \delta_A S,$$  

(4)

where $C_v$ is the volumetric heat capacity, $T$ is the temperature, $\kappa$ is the thermal conductivity, $\Delta$ denotes the laplacian operator at that point, $h_c$ is the convection coefficient, $T_s$ is the surrounding temperature, $\sigma$ is the Stefan-Boltzmann constant, $\epsilon$ is the surface emissivity, and $S$ is the intensity of heat generated via light absorption. Note that all the terms are expressed in units of $W$. For an opaque Lambertian scene, all the light absorption happens near the surface.

Note that the magnitude of heat conduction is proportional to the local temperature laplacian. Analytically solving Eq. (4) requires knowing the shape. Ignoring conduction, makes the heat equation pixel-wise independent and lends itself to an analytical solution independent of shape. Moreover, many real-world materials, such as paints, plastics, paper and wood, have low thermal conductivity. As the object is initially at equilibrium, local temperature laplacians start at zero and increase with time if and only if neighboring pixels have different material properties and/or receive different amounts of light. Therefore, we consider a short thermal video immediately after light is turned on when conduction can be ignored.

Dividing by area and ignoring conduction, Eq. (4) is:

$$C_v \delta_A \frac{\partial T}{\partial t} = h_c(T_s - T) + \sigma \epsilon (T_s^4 - T^4) + S.$$  

(5)

Since temperature rise due to light absorption is typically small ($\leq 15K$ within 4 sec in our experiments), we linearize the radiation term around a nominal temperature $T_s$ to get

$$\sigma \epsilon (T_s^4 - T^4) \approx 4 \sigma \epsilon T_s^3(T_s - T),$$  

(6)

where the absolute error due to linearization is $\leq 4\%$. This simplifies Eq. (5) to

$$H \frac{\partial T}{\partial t} + PT = S + PT_s,$$  

(7)

where $H = C_v \delta_z$ and $P = (h_c + 4 \sigma \epsilon T_s^3)$.

### 3.3. Analytical Solution

Solving Eq. (7) at a single pixel (refer Appendix B for derivation), we get

$$T_n - T_1 = \left(\frac{S}{P} + T_s - T_1\right) \left(1 - e^{-\frac{P}{S}(t_n - t_1)}\right).$$  

(8)

Since we assume the system is initially at thermal equilibrium, we can set $T_s = T_1$. Now, substituting Eq. (3) into the above equation, we get

$$I_n - I_1 = \frac{Sk_1\alpha}{P} \left(1 - e^{-\frac{P}{S}(t_n - t_1)}\right).$$  

(9)

Therefore, given a thermal video $\{I_1, \ldots, I_n\}$ and corresponding time stamps $\{t_1, \ldots, t_n\}$, we use gradient descent for curve fitting at each pixel independently:

$$I_n - I_1 = c_1 \left(1 - e^{-\frac{t_n - t_1}{c_2}}\right).$$  

(10)

### 3.4. Recovering S from Curve Fitting

The results of curve fitting provide $c_1$ and $c_2$ at each pixel. From Eq. (9) and Eq. (10), note that $c_1 = \frac{Sk_1\alpha}{P}$. Recovering $S$ from $c_1$ would require knowledge of $k_1$, $\alpha$ and $P$, where $P$ depends on $h_c, \epsilon$ and $T_s$. In theory, all these quantities could vary per-pixel. However, the spatial variation in $S$, which depends on albedo in visible spectrum and illumination, is much greater than that of others. In this paper, we assume the quantity $\beta = \frac{k_1\alpha}{P}$ is common for all pixels such that $\beta$ is the constant of proportionality between $S$ and $c_1$. Note that Lambertian scenes typically correspond to rough surfaces which have high emissivity. Also, it is known that most paints have similarly high emissivity values of $> 0.9$ irrespective of their albedo in the visible spectrum [34]. As the object is initially at equilibrium, we can assume $T_s$, and hence $k_1$, is common for all pixels. In the absence of wind, we reasonably assume convection, if it exists at all, to be uniform throughout the scene.
4. Albedo-Shading Separation

Consider an opaque Lambertian scene imaged by a camera from a fixed view. We assume that the camera is sensitive to all the wavelengths present in the light sources i.e. we primarily consider LEDs or CFL bulbs when using visible cameras. We first consider the case where the albedo and the camera response are independent of wavelength in Sec. 4.1 and then extend our theory to wavelength-dependent albedo functions in Sec. 4.2. The words image and camera correspond to visible spectrum in this section.

4.1. Grayscale Albedo and Camera Response

The image intensity \( I_v \), which is proportional to the power received by the camera per unit area, at a pixel \( p(x) \) focused at a scene point \( x \) is:

\[
I_v(p(x)) = \frac{\rho(x)}{\pi} \eta(x), \quad \text{s.t.} \quad \eta(x) \equiv \gamma \eta^*(x) \tag{11}
\]

where \( \rho(x) \) and \( \eta(x) \) are the spatially varying albedo and shading, \( \gamma > 0 \) is the camera gain representing the optics and sensor electronics in the camera, and \( \eta^*(x) \) is the true scene irradiance received by \( x \). Note that we do not restrict the lighting geometry in any way and the shading \( \eta(x) \) term is unstructured. In the rest of the paper, we use \( p \) in place of \( p(x) \).

The pixel value in an image describes the energy reflected towards the camera by a scene point. Since the surface is opaque, there is no transmission and the remaining energy gets absorbed and is converted into heat. Recall from Sec. 3 that \( S(x) \) denotes the power absorbed per unit area, i.e., intensity, by \( x \). Let \( \hat{S}(x) \) be proportional to it, and is given by:

\[
\hat{S}(x) = \beta S(x), \quad \text{s.t.} \quad S(x) = (1 - \rho(x))\eta(x). \tag{12}
\]

During operation, light fixtures also generate some thermal energy which increases its temperature and thereby increasing its blackbody radiation. However, the magnitude of this additional heat generated at \( x \) is negligible and hence ignored in this paper. Next, we can express \( \hat{S} \) using shading as

\[
\hat{S}(x) = \beta (1 - \rho(x))\frac{\eta(x)}{\gamma} = \frac{(1 - \rho(x))\eta(x)}{\zeta}, \tag{13}
\]

where \( \zeta = \frac{\gamma}{\beta} \) is the relative scale factor.

In the trivial case where \( x \) receives no light (neither direct nor global illumination), the shading term \( \eta(x) = 0 \) and the albedo cannot be estimated. Whenever \( \eta(x) > 0 \), we can re-write Eqs. (11) and (13) as

\[
\pi I_v(p) \frac{1}{\eta(x)} - \rho(x) = 0 \tag{14}
\]

\[
\zeta \hat{S}(x) \frac{1}{\eta(x)} + \rho(x) = 1 \tag{15}
\]

Solving the above system of equations, we get:

\[
\eta(x) = \pi I_v(p) + \zeta \hat{S}(x) \tag{16}
\]

\[
\rho(x) = \frac{\pi I_v(p)}{\pi I_v(p) + \zeta \hat{S}(x)}. \tag{17}
\]

If \( I_v(p) \), \( \hat{S}(x) \) and \( \zeta \) are known, the above equations provide a direct method to compute spatially varying albedo and shading components for complex shapes and arbitrary illumination. To emphasize its applicability further, Table 1 lists several types of lighting conditions typically modeled in shape-from-intensity problems and demonstrates that Eqs. (16), (17) hold in all cases.

4.2. Towards General Albedo Functions

Let the camera have \( K \) channels with known spectral responses \( \Gamma_k(\lambda) \). Recall that each wavelength present in the light sources must fall within at least one of the channels. The image irradiance at \( p \) in channel \( k \) can be written as:

\[
I_v^k(p) = \gamma \int_\Omega \int L(x, \lambda, \omega)d\omega d\lambda, \tag{18}
\]

\[
\text{Table 1: Various lighting configurations typically modeled in shape-from-intensity problems. It is trivial to verify the equations for spatially varying albedo} \rho(x) \text{and shading} \eta(x) \text{remains the same irrespective of the complexity of shape or illumination when estimates of both image irradiance} I_v(x) \text{and absorbed light intensity} S(x) \text{are available. Here,} \gamma \text{is the camera gain,} \beta \text{is the unknown scale factor in the estimation of} S(x), \zeta = \frac{\gamma}{\beta} \text{is the relative scale factor,} E \text{is the source intensity,} \eta \text{is the light source direction,} \omega \text{is light source direction for extended source,} \eta \text{is the shading term and} \eta^* \text{is the scene irradiance. Inter-reflections are modeled as spatially varying source intensities. All the above cases can be extended to model cast and attached shadows using a shadowing function} W(x) \text{without changing the expressions for} \rho \text{and} \eta.
\]
where $\rho(x, \lambda)$ is the diffuse albedo as a function of wavelength, $L(x, \lambda, \omega)$ is the spectral radiance at $x$, and $\omega$ denotes the direction along the outer hemisphere. The corresponding estimate of absorbed power per unit area is:

$$\tilde{S}(x) = \beta \int \int \Omega (1 - \rho(x, \lambda))L(x, \lambda, \omega) d\omega d\lambda, \quad (19)$$

Shading at a point $x$ is influenced by the emission spectrum of the light sources, the relative geometry between $x$ and the light sources, and the albedo of other points in the scene due to inter-reflections. While this general case remains an open problem, in the rest of this section we ignore inter-reflections and assume all light sources have a common emission spectrum $l(\lambda)$ i.e.

$$\int \Omega L(x, \lambda, \omega) d\omega = \eta^*(x) l(\lambda). \quad (20)$$

Note that, the illumination is still arbitrary in terms of their locations, sizes and angular radiant intensity functions. Substituting Eq. (20) into Eq. (18) and Eq. (19), we can write

$$I^k_v(p) = \int \lambda \rho(x, \lambda) \Gamma_k(\lambda) \eta(x) l(\lambda) d\lambda, \quad (21)$$

$$\tilde{S}(x) = \int \lambda \eta(x) l(\lambda) d\lambda - \int \lambda \rho(x, \lambda) \eta(x) l(\lambda) d\lambda \frac{1}{\zeta}. \quad (22)$$

As a continuous-valued function of wavelength, the diffuse albedo $\rho(x, \lambda)$ is infinite-dimensional, which requires further assumptions to enable tractable computations. We rely on a body of work [10, 14–16] that shows that reflectance spectra lie close to a low-dimensional subspace. Denoting the basis for this subspace as $\Phi_\rho(\lambda) = \{\hat{\rho}_1(\lambda), ..., \hat{\rho}_M(\lambda)\}$, we can express the diffuse albedo as [21]:

$$\rho(x, \lambda) = \sum_{m=1}^{M} \hat{\rho}_m(\lambda) a_{x,m} = \Phi_\rho(\lambda) a_x \quad (23)$$

where $a_x \in \mathbb{R}^M$ are the unknown coefficients of interest. This simplifies Eq. (21) and Eq. (22) into

$$I^k_v(p) = \eta(x) E_k^T a_x, \quad (24)$$

$$\tilde{S}(x) = \frac{\eta(x)(L - F^T a_x)}{\zeta}, \quad (25)$$

where $E_k$, $F$ and $L$ can be computed a priori as follows:

$$E_k[i] = \int \lambda \Gamma_k(\lambda) \hat{\rho}_i(\lambda) d\lambda, \quad (26)$$

$$F[i] = \int \lambda \hat{\rho}_i(\lambda) d\lambda, \quad (27)$$

$$L = \int \lambda dl. \quad (28)$$

Whenever $\eta(x) > 0$, Eqs. (24) and (25) can be written as

$$\pi I^k_v(p) \xi(x) - E_k^T a_x = 0, \quad \forall k \quad (29)$$

$$\zeta \tilde{S}(x) \xi(x) + F^T a_x = L, \quad (30)$$

where $\xi(x) = 1/\eta(x)$. Note that we have a system of $K+1$ linear equations with $M+1$ unknowns, namely $a_x \in \mathbb{R}^M$ and $\xi(x)$. Therefore, whenever $K \geq M$, the system of equations can be solved to obtain albedo and shading (reciprocal of $\xi(x)$) at each pixel independently for complex shapes and illumination. Specifically, we use non-negative least squares solver for this problem. For most vision applications, which use a 3-channel RGB camera, we choose a corresponding basis set $\Phi_\rho$ with $M = 3$. Our theory could be used with multispectral cameras with more channels when higher fidelity in albedo is desired. While the above derivation relies on Eq. (20), it is still practically useful in many real-world scenes where inter-reflections exist as we will show in Sec. 5.

In the special case of a monochrome camera capturing a scene where albedo depends on wavelength, the shading at each pixel can be expressed as a weighted sum of $S$ and $\rho$ irrespective of the emission spectrum of the light source. We refer the reader to Appendix C for more details.

5. Experimental Results

To validate our theory, we perform experiments on several complex scenes with challenging illumination. Our scenes are mostly diffuse, but contain noticeable non-Lambertian features that test the practical utility of our theory to real-world objects. Our emphasis is on estimating the absorbed light intensity and performing albedo-shading separation.

Hardware Details: Our imaging system consists of an IDS UI-3130CP color camera with 600 x 800 resolution fitted with an 8mm Tamron lens, a FLIR Boson thermal camera having $\leq 50$ mK NETD with 512 x 640 resolution fitted with an 18mm (24° HFOV) integrated lens and a BSP-DI-25-2 gold dichroic beamsplitter from ISP Optics. The cameras are coarsely aligned using an optic stage and a homography is used for fine alignment. We use LED lights from Advanced Illumination, namely a high intensity line light (LL167G96-WHI), a large spot light (SL-S100150M-WHI) and two small spot lights (SL-S050075M-WHI). The relative emission spectrum of the lighting and the spectral response of the color filter array in the visible camera were obtained from their technical datasheets, see Fig. 2.

Data Capture and Preprocessing: The visible camera was radiometrically calibrated [12]. To capture the full dynamic range of the illumination, we acquired a stack of 15
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The thermal camera is allowed to reach steady state operation temperature after powering on, which can take up to 30 mins. All the light sources have the same emission spectrum. The relative emission spectrum of the white LED and the quantum efficiency curves of the Color Filter Array are obtained from the corresponding datasheets.

Implementation Details: We manually identify the first frame when light was turned on and use the pixel-wise median of the preceding frames as the initial frame $I_1$. We use 200 frames since light was turned on for fitting the 2-parameter curve. We implement the curve fitting using gradient descent in PyTorch. We consider a 3 dimensional basis set for albedo with $\rho_b(\lambda) = \mathbb{I}[400\text{nm} \leq \lambda < 530\text{nm}].$

Figure 2. Our imaging system consists of a visible camera and a thermal camera colocated using a gold dichroic beamsplitter. The light sources are placed close to the target scene so that the rise in temperature due to light absorption is detectable in the thermal camera. All the light sources have the same emission spectrum.

Figure 3 shows the result of our curve fitting for the wooden blocks scene. The estimated constants $c_2$, which is proportional to heat capacity, appear like white noise and its corresponding histogram plot resembles a Gaussian distribution. This could be due to high levels of noise in thermal videos as well as similar magnitudes of spatial variation in $P$ and $H$. On the other hand, the estimated per-pixel constants $c_1$ have visual similarity to a shading image, although noisy.

5.1. Heat Source Estimation results

5.2. Albedo-Shading separation results

Quantitative Evaluation: For comparison, we chose two methods: (i) the classical, even if dated, Retinex algorithm [23], which is well-suited for the color chart scene. (ii) Ordinal Shading [7], a SOTA learning-based approach which requires a large training dataset. We use the pre-trained model here. We use the scale-invariant Mean Squared Error (si-MSE) from [19] as our metric. It is hard to obtain ground truth albedo and shading for general scenes under unknown lighting. And publicly available datasets do not have co-located thermal videos. Therefore, we first evaluate albedo using the color chart under 4 different illuminations. As shown in Fig. 4, our albedo estimates are
Figure 4. The first column is the mean value across colors (Ours: 0.020, Retinex: 0.034, Ordinal Shading: 0.080).

Figure 5. Our method operates per-pixel while other methods use hand-crafted or learnt spatial priors. Note the residual albedo in their estimated shading (images brightened for visualization).

Table 2. si-MSE values for Albedo and Shading using pseudo ground truth data obtained for the painted mask scene.

<table>
<thead>
<tr>
<th></th>
<th>Ours</th>
<th>RGB-Retinex</th>
<th>Ordinal Shading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albedo</td>
<td>0.084</td>
<td>0.253</td>
<td>0.399</td>
</tr>
<tr>
<td>Shading</td>
<td>0.0005</td>
<td>0.0030</td>
<td>0.0080</td>
</tr>
</tbody>
</table>

Figure 6. (a) Curve fitting results of the same pixel for different video lengths. (b) Albedo error (against color chart ground truth) vs. length of input video.

Qualitative evaluation: Figure 7 summarizes the albedo shading separation results for the four target scenes. As shown in the first two rows, we are given a HDR image from the visible camera and the corresponding absorbed light intensity is estimated from a thermal video using curve fitting as discussed earlier. And the last two rows show results that validate Eqs. (30) which are derived for general functions of albedo and camera response with wavelength.

In the first scene, the interior of a mask is painted with white and black acrylic paints and the line light is directed at the portion of the image painted white. As highlighted in the callout, the concave portion corresponding to nose appears flat in the estimated albedo image for both the monochrome and RGB cases. Note that the temperature of the background wall does not raise sufficiently in all of the scenes, which makes it challenging for our approach. The thick wall would also have a high heat capacity which exacerbates the challenge. In the second scene, a cardboard sheet with printing on one side is folded to resemble the shape of W. The inner V groove would have inter-reflections while the outer faces are convex.

In the third scene, a collection of solid colored wooden blocks are stacked into a complex geometry with both cast and attached shadows. This result indirectly shows that ignoring heat conduction for solid objects still allows one to recover the absorbed light intensity precisely. In the final scene, we use a stack of disks made of soft plastic. Different patterns are embossed onto the circumference of the disk. As highlighted in the callout, the shape information corresponding to the embossing is correctly separated into the shading term while the albedo term appears flat. These results demonstrate the broad applicability of our theory to everyday scenes with complex shapes and illumination.

Grayscale approximation: Fig. 8 shows the estimated albedo and shading using grayscale approximation (Eqs. (16) and (17)). Recall that the grayscale approximation does not require knowledge of the emission spectrum of the light sources and the estimated shading is similar to that using Eqs (30). The monochrome image is approximated by taking the mean value across color channels. Corresponding results for all the scenes are provided in Appendix E.

6. Conclusion

This paper studies the theoretical connection between light transport in visible spectrum, heat transport in solids and light transport in the thermal infrared spectrum. We proved that having an estimate of absorbed light turns single image intrinsic image decomposition into a well-posed problem for arbitrary shape and illumination for lambertian scenes. To estimate absorbed light, we derive an analytical expression for surfaces with negligible heat conduction by modeling heat transport immediately after turning on illumination.
Figure 7. The first row shows the HDR visible image (brightened for visualization). Note that the colorchart is not an input to our method. The second row shows the estimated heat source intensity (turbo colormap) obtained using the method in Sec. 3. The last two rows correspond to solving Eqs. (30) using non-negative least squares method. The estimated albedo is clipped to the range $[0, 1]$. The callouts for the visible image, heat source intensity, and shading are normalized individually to aid visualization.

Figure 8. Albedo-Shading result for the soft toys scene using the grayscale approximation.

Experiments showed that albedo and shading can be measured from a single view given a visible image and a short thermal video from a co-located imaging system.

Just like we have shown an example of how modeling heat transport can help solve challenges in visible light transport, we believe research in visible light transport can help Infrared Thermography by improving accuracy of temperature measurement or observing heat transfer within inhomogenous surfaces. Extending our theory to the full light transport, including general BRDFs, translucent materials and subsurface scattering are just a few of the exciting new directions that this research opens up.
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Supplementary Material

A. Image Formation in a Thermal Camera

The field of Infrared Thermography is focused on recovering precise temperature measurements from the intensities recorded by a thermal camera. For an in-depth understanding of this subject, we refer the reader to [34]. In the following, we summarize the key concepts as pertaining to our system.

Let \( \epsilon \) denote the emissivity of the object and \( T_n \) denote the corresponding surface temperature at time \( t_n \). The corresponding intensity \( I_{thr} \) returned by an ideal thermal camera is written as

\[
I_{thr}(t_n) = r_{bs} \left( \tau_{atm} \left( \epsilon U(T_n) + (1 - \epsilon) U(T_{refl}) \right) + (1 - \tau_{atm}) U(T_{atm}) + \tau_{bs} U(T_{sys}) + (1 - r_{bs} - \tau_{bs}) U(T_{bs}) \right),
\]

where \( r_{bs}, \tau_{bs}, \) and \( T_{bs} \) are the reflectivity, transmissivity and temperature of the beam splitter respectively. \( \tau_{atm} \) and \( T_{atm} \) denote the transmissivity and temperature of the atmospheric medium between the camera and the object. \( T_{sys} \) is the effective temperature of the imaging system and \( T_{refl} \) is the effective temperature of radiation from the surrounding that is incident on the object. Note that the above expression is the one typically used by the camera manufacturer. The function \( U \) defined with \( T_i = 300K \) introduces < 0.2% absolute error in intensity with respect to the mean pixel intensity in that temperature range.

A.1. Radiometric Function of Thermal Camera

The thermal camera’s radiometric function \( U \) maps the temperature of a blackbody to the corresponding pixel intensity the camera would measure under ideal conditions. It is parameterized by the planckian form of the Sakumo-Hattori equations and is given by:

\[
U(T) = \frac{R}{\exp\left(\frac{R}{T} \right) - F} + O,
\]

where \( R, B, F \) and \( O \) are camera calibration parameters. Note that other forms of Sakumo-Hattori equations exist but the above expression is the one typically used by the camera manufacturer.

The function is typically defined over a broad range of temperatures, say \([-40^\circ C, 150^\circ C]\). However, the function can be linearized around a nominal temperature \( T_a \). In all our experiments, the rise in pixel intensity due to light absorption was less than \( \approx 1000 \) counts. Fig. 9 shows the plot of \( U \) for typical values of \( R, B, F, O \) and a small temperature range around room temperature. The linear fit defined around \( T_a = 300K \) agrees well with the non-linear function. The maximum error introduced due to linearization expressed as percentage of mean pixel intensity is 0.2%.
B. Analytical Solution to Eq. (7)

Eq. (7) from Sec. 3 can be written as

$$\frac{\partial T}{\partial t} = \frac{P(T_n - T)}{H} + S \frac{T}{H}. \quad (36)$$

This can be written in standard form as

$$\int_{T_1}^{T_n} \frac{dT}{A - BT} = \int_{t_1}^{t_n} dt, \quad (37)$$

where \( A = \frac{PT_n + S}{H} \) and \( B = \frac{P}{H} \). The solution to this differential equation is written as

$$\frac{1}{B} \log \left( \frac{A - BT_n}{A - BT_1} \right) = (t_n - t_1), \quad (38)$$

$$A - BT_n = (A - BT_1) e^{-B(t_n - t_1)}. \quad (39)$$

Taking \( BT_n \) to the other side and subtracting \( BT_1 \) from both sides, we get

$$A - BT_1 = (A - BT_1) e^{-B(t_n - t_1)} + B(T_n - T_1) \quad (40)$$

$$B(T_n - T_1) = (A - BT_1)(1 - e^{-B(t_n - t_1)}). \quad (41)$$

Dividing both sides by \( B \) and substituting for \( A \) and \( B \) in the above equation, we get

$$T_n - T_1 = \left( \frac{S}{P} + T_n - T_1 \right)(1 - e^{-\frac{P}{\beta}(t_n - t_1)}). \quad (42)$$

C. General Albedo, Flat Camera response

In applications with focus on shape or illumination, removing the effect of spatially varying albedo from the input image is a useful first step. In such cases, if we have a camera with a flat response across all wavelengths present in the illumination, we can derive a simple expression to directly compute the shading image.

Consider a monochrome camera with a constant spectral response such that \( \Gamma(\lambda) = \Gamma_0 \forall \lambda \). This simplifies Eq. (18) from Sec. 4 to

$$I(p) = \frac{\gamma}{\pi} \int_\lambda \rho(x, \lambda) L(x, \lambda) d\lambda. \quad (43)$$

Combining Eq. (22) from Sec. 4 and Eq. (43), we can write

$$L(x) = \int \lambda L(x, \lambda) d\lambda = \frac{\pi I(p)}{\gamma \Gamma_0} + \frac{S(x)}{\beta}, \quad (44)$$

where \( L(x) \) is the total scene irradiance across all \( \lambda \). Note that \( L(x) \) contains all the information about shape and illumination. We have shown that it can be computed independent of albedo from a single view without any assumption about shape or illumination.

D. Computing \( E_k, F \) and \( L \)

Let \( \Gamma_b(\lambda), \Gamma_g(\lambda), \) and \( \Gamma_r(\lambda) \) be the sensor response functions corresponding to the BGR channels in the camera and let \( I(\lambda) \) be the emission spectrum of the white LEDs obtained from the technical datasheets (see Fig. 2c). The wavelengths of interest can be partitioned into \( \Lambda = \Lambda_B \cup \Lambda_G \cup \Lambda_R \), where \( \Lambda_B = [400\text{nm}, 530\text{nm}] \), \( \Lambda_G = [530\text{nm}, 620\text{nm}] \), and \( \Lambda_R = [620\text{nm}, 1100\text{nm}] \). Note that we include wavelengths in near infrared as well in our definitions since the sensor response functions are non-zero at those wavelengths.

Since \( I(\lambda) \) is known, we can directly compute \( L \) as

$$L = \int_\Lambda I(\lambda) d\lambda. \quad (45)$$

In our experiments, we use \( \Phi_\rho(\lambda) = \{\bar{\rho}_b(\lambda), \bar{\rho}_g(\lambda), \bar{\rho}_r(\lambda)\} \) as the basis set for representing albedo as a function of wavelength. These basis functions are defined as

$$\bar{\rho}_b(\lambda) = \mathbb{I}[\lambda \in \Lambda_B], \quad (46)$$

$$\bar{\rho}_g(\lambda) = \mathbb{I}[\lambda \in \Lambda_G], \quad (47)$$

$$\bar{\rho}_r(\lambda) = \mathbb{I}[\lambda \in \Lambda_R], \quad (48)$$

where \( \mathbb{I}[\cdot] \) is the indicator function. Let \( \mathbf{a}_x = [\bar{\rho}_b \ \bar{\rho}_g \ \bar{\rho}_r]^T \) be the corresponding vector of coefficients.

Since our basis functions are made up of indicator functions, their effective role is to restrict the integration limits in the definition of \( E_k \) and \( F \). We can now define these vectors as

$$E_b = \left[ \int_{\Lambda_B} I(\lambda) \Gamma_b(\lambda) d\lambda \ \int_{\Lambda_G} I(\lambda) \Gamma_b(\lambda) d\lambda \ \int_{\Lambda_R} I(\lambda) \Gamma_b(\lambda) d\lambda \right] \quad (49)$$

$$E_g = \left[ \int_{\Lambda_B} I(\lambda) \Gamma_g(\lambda) d\lambda \ \int_{\Lambda_G} I(\lambda) \Gamma_g(\lambda) d\lambda \ \int_{\Lambda_R} I(\lambda) \Gamma_g(\lambda) d\lambda \right] \quad (50)$$

$$E_r = \left[ \int_{\Lambda_B} I(\lambda) \Gamma_r(\lambda) d\lambda \ \int_{\Lambda_G} I(\lambda) \Gamma_r(\lambda) d\lambda \ \int_{\Lambda_R} I(\lambda) \Gamma_r(\lambda) d\lambda \right] \quad (51)$$

$$F = \left[ \int_{\Lambda_B} I(\lambda) dx \ \int_{\Lambda_G} I(\lambda) dx \ \int_{\Lambda_R} I(\lambda) dx \right] \quad (52)$$

E. Grayscale Separation Results

Figure 10 summarizes the albedo shading separation results for the four target scenes using the grayscale approximation. Recall that the analytical expressions for the grayscale approximation are simpler and do not require knowledge of the emission spectrum or the camera response. Yet, as seen in the results, the estimated shading is similar to that obtained using the system of equations for general albedo functions.
Figure 10. The first row shows the HDR visible image (brightened for visualization). Note that the colorchart is not an input to our method. The second row shows the estimated heat source intensity (turbo colormap) obtained using the method in Sec. 3. The last two rows correspond to using Eqs. (17) and Eqs. (16) respectively. The estimated albedo is clipped to the range [0, 1]. The callouts for the visible image, heat source intensity, and shading are normalized individually to aid visualization.