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Abstract

Diffractive blur and low light levels are two fundamental
challenges in producing high-quality photographs in under-
display cameras (UDCs). In this paper, we incorporate
phase masks on display panels to tackle both challenges.
Our design inserts two phase masks, specifically two mi-
crolens arrays, in front of and behind a display panel. The
first phase mask concentrates light on the locations where
the display is transparent so that more light passes through
the display, and the second phase mask reverts the effect of
the first phase mask. We further optimize the folding height
of each microlens to improve the quality of PSFs and sup-
press chromatic aberration. We evaluate our design using a
physically-accurate simulator based on Fourier optics. The
proposed design is able to double the light throughput while
improving the invertibility of the PSFs. Lastly, we discuss
the effect of our design on the display quality and show that
implementation with polarization-dependent phase masks
can leave the display quality uncompromised.

1. Introduction
Diffraction is perhaps the fundamental limiter of perfor-

mance in most imaging systems, and nowhere is this more
readily apparent than in an under-display camera (UDC).
UDCs obtain photographs from the light that passes through
the space between display pixels; since the spacing is small,
often in tens of microns, the resulting blur due to diffrac-
tion spans hundreds of pixels in the captured images and is
hard to remove in post-processing. This deblurring is fur-
ther complicated by the display blocking a large portion of
light which results in the captured photograph having an un-
usually low signal-to-noise ratio (SNR).

Much of the prior work in recent UDC imaging has been
in designing deep neural networks to deblur [27, 12, 5, 26,
11]. Learning-based restoration largely outperforms con-
ventional methods, such as Wiener deconvolution or regu-
larized linear inverse techniques [3]. However, the perfor-
mance of all techniques, whether regularized by analytical
or data-driven priors, is affected strongly by the condition-
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Figure 1: A comparison between a UDC under a
transparent-OLED display (a) without and (b) with the
proposed phase masks. (From top to bottom) Rows show
the setup, images captured under each, restored images us-
ing a naive iterative solver, and using a state-of-the-art deep
network [5]. We show PSNR(↑) in dB and SSIM(↑) for re-
stored images. Both UDCs have a pixel density of 600 DPI.

ing of the imaging model and SNR of the captured images.
Inspired by a large body of work that enhances capabil-

ity of imaging systems with phase masks [22, 17, 10, 20,
8, 16, 19], we propose to design phase masks to suppress
diffractive blur and increase light throughput for UDCs. We
first show using basic Fourier optics [7] that inserting a thin
phase mask at the display is ineffective in improving UDCs.
To overcome the limitation of a single phase mask, we pro-
pose to use two phase masks—specifically two microlens
arrays– placed in front of and behind the display; we do
this for the specific case of transparent-OLEDs (TOLED),
a display model commonly used in today’s cellphones. The



first phase mask distributes light to locations where the dis-
play is transparent, and the second phase mask recovers the
original waveform. Within some limits, this allows the in-
cident light to pass through without being blocked by the
display or effectively renders the display fully transparent!

In order to prevent the microlens arrays from hindering
the display quality, we propose to implement them as thin
polarization-dependent phase masks. A naive implemen-
tation of microlens arrays as thin optics is to fold them at a
fixed height. However, this results in severe chromatic aber-
rations. We instead choose a different height for each mi-
crolens through optimization, so that diffractive blur is sup-
pressed equally at all wavelengths. Using simulations, we
show that the proposed phase mask significantly increases
the image quality of a UDC (see Figure 1). The code for
this work is publicly available [23].

In summary, we make the following contributions:

• We show that a phase mask placed tightly against a dis-
play is inadequate to improve the image quality of UDCs.

• We propose to insert two microlens arrays in front of and
behind a TOLED, which effectively allows more light to
reach the camera and produces more invertible PSFs.

• We implement the proposed microlens arrays as thin
polarization-dependent phase masks, a design that en-
sures light emitting from the display is not modulated and
therefore guarantees high display quality.

• When implementing microlenses as thin optics, we op-
timize the folding height of each microlens to minimize
chromatic aberrations.

• We conduct simulation based on wave optics and
physically-accurate camera pipeline and demonstrate that
the proposed setup outperforms the conventional UDC.

Limitations. The proposed method has two limitations.
First, we show phase correction can suppress the diffractive
blur of TOLED display, whose pattern is separable along
x and y directions. Extending this to 2D displays is hard
due to the high computational cost of simulating 2D short-
distance propagation. Second, the field of view of the re-
sulting UDC can be constrained by the use of phase masks.
This is determined by the ratio of the focal length f of mi-
crolens arrays and the size of the pixel opening. Our choice
of f produces a field of view of around 14◦.

2. Background
Under-Display Cameras. Let us denote the effective
aperture of a UDC as a(x, y) ∈ {0, 1} where zeros repre-
sent display regions with RGB pixels and circuits and block
light, and ones represent fully transparent regions. If the

focal length of the camera lens is f , the blur kernel at a
wavelength λ is given as

k(x, y;λ) ∝
∣∣∣A( x

λf
,
y

λf

)∣∣∣2 (1)

where A(·) denotes the Fourier transform of a(·). An image
captured with a UDC can be formed as,

Ib(x, y) =

∫
λ

[Is(x, y;λ) ∗ k(x, y;λ)] · s(λ)dλ+ n(x, y),

(2)
where Is is the high-quality image, Ib is the captured pho-
tograph, s(λ) is the sensor spectral response, and n is noise.

OLED Displays. Organic LED (OLED) displays have
become prevalent in recent years in smartphones, tablets,
monitor screens, and televisions. In this paper, we focus
on the simplest layout TOLED, whose opening pattern is
shown in the upper left of Figure 1 and is a separable along
x− and y−directions. Along the x-direction, every display
pixel has an opening of around 23.8%; in y-direction, the
aperture is fully open. The PSF produced by TOLED is
also separable. Therefore, we focus on the design of one-
dimensional phase masks for x-direction.

Image Restoration for UDCs. Recently there has been a
large body of work focusing on restoring high-quality im-
ages from those captured under UDCs [27, 12, 5, 26, 21,
14, 25, 15, 6, 11]. Zhou et al. [26] designed a variant of
UNet [18] to deblur and denoise images captured with a
UDC. Kwon et al. [12] proposed a CNN that takes the de-
graded images, noise level, and spatially-varying blur ker-
nels as input, and reconstructs sharp images. Feng et al. [5]
take into account high dynamic range and saturation, and
propose a Dynamic Skip Connection Network to remove
diffraction artifacts. These techniques achieve impressive
image reconstruction performance for UDCs.

UDC Design. To tackle the fundamental limitation of
diffraction blur in UDCs, a promising direction is to
re-design the hardware of a UDC. Yang and Sankara-
narayanan [24] showed that the diffraction blur in UDCs
is determined by the shape of display openings. They op-
timize the shape of display openings as well as suggest the
use of a random display tiling. The resulting PSF is more
robust to inversion in the presence of noise and the image
quality of the UDC is significantly improved. However, this
method required a non-trivial effort to re-design the display.
In contrast, we propose a complementary design by insert-
ing carefully designed phase masks, that do not require any
modification to the display fabrication.



3. Phase Mask Design for UDCs
We explore the design space of phase masks in UDCs

and look into two scenarios — first, a single phase mask
placed tightly against the display and second, two phase
modulations in front of and behind the display.

3.1. Inadequacy of Single Phase Masks

Phase masks modulate the phase of an incident wave-
front and can potentially correct the wavefront to form a
PSF that is easily invertible. We first examine the most com-
mon setup of placing a single phase mask at the aperture
plane [22, 17, 10, 20, 8, 16, 19]. Unfortunately, using basic
Fourier optics, we show that such a phase mask is insuffi-
cient to reduce diffraction blur in UDCs.

Lemma (Inadequacy of a single phase mask). A single-
sided phase mask can not improve the invertibility of the
point spread function of a UDC.

Proof. Let a(x) be the aperture of a UDC, and h(x) be
the height map of a single-sided phase mask that is placed
tightly against the display panel. We assume that the aper-
ture and the phase mask are on the same plane, and the over-
all aperture function b(x) can be written as

b(x) = a(x)ej
2π
λ (n−1)h(x) (3)

where n is the refractive index of the phase mask and λ is
the wavelength of the incident wavefront. The invertibility
of PSF kb(x) can be measured by its amplitude spectrum
|Kb(u)|, where values close to zero are hard to invert, and
large values are robust to noise in inversion. From (1), kb(u)
is the (scaled) power spectral density of the aperture, its
Fourier transform Kb(u) = ACb(τ), where ACb(τ) is the
(scaled) autocorrelation function of the aperture. We com-
pute the autocorrelation of the overall aperture function,

ACb(τ) =

∫ ∞

−∞
a(x)a(x+ τ)ej∆Φτ (x)dx, (4)

and ∆Φτ (x) = 2π
λ (n − 1)(h(x) − h(x + τ)). We then

compute the intensity of ACb(τ), and by triangle inequality,

|ACb(τ)| =
∣∣∣ ∫ ∞

−∞
a(x)a(x+ τ)ej∆Φτ (x)dx

∣∣∣ (5)

≤
∫ ∞

−∞
|a(x)a(x+ τ)|dx. (6)

Since aperture function a(x) is non-negative, we can further
simplify the above equation,

|ACb(τ)| ≤
∫ ∞

−∞
a(x)a(x+ τ)dx = |ACa(τ)|. (7)

We can see that |ACb(τ)| ≤ |ACa(τ)| for all τ and

|Kb(u)| ≤ |Ka(u)|, (8)

implying that PSF produced by a display panel with a
single-sided phase mask is always worse in terms of invert-
ibility than that produced by a pure display panel. ■

3.2. Double Phase Masks

If inserting a thin phase mask at the display plane is in-
effective to improve the image quality of a UDC, would in-
serting multiple phase masks help? Diffraction blur in a
UDC is produced by the small openings on the display pix-
els that have sizes comparable to the wavelength of incident
light. Smaller opening results in a more severe diffraction
blur [24]. Would it be possible to optically expand the size
of display openings, i.e. let a larger portion of light pass
through display openings?

Consider now a system with two phase masks, on either
sides of a display. The first surface with a height profile
h1(x) modulates light incident on the display so that, after
propagating for some distance z m, most of the intensity of
the wavefront is concentrated at the display openings. The
second surface h2(x) modulates the diffused wavefront so
as to revert the effect of the first phase mask. If successful,
the display panel would be rendered invisible.

Mathematically, this can be modeled as follows: Given
a wavefront pθ(x;λ) that incidents from angle θ and has
a wavelength of λ. The incident wavefront passes through
a phase mask, a display panel, followed by another phase
mask, and becomes

p′θ(x;λ) = (Φ2 ◦ Qz ◦ a ◦ Qz ◦ Φ1)︸ ︷︷ ︸
aΦ

(pθ(x;λ)) (9)

where a(x) describes the display openings, Φi(x) =
exp{ 2π

λ (n − 1)hi(x)}, i = 1, 2 are phase modulations of
the first and second height maps, and Qz(·) is the operator
corresponding to wave propagation of z m.

Our goal is to design height maps h∗
1(x), h

∗
2(x) and dis-

tance z∗ such that the resulting aperture a∗Φ(x) is approxi-
mately a fully-open aperture, a∗Φ(x) ∝∼ 1.

3.3. Proposed Design: Double Microlens Arrays

In theory, height maps and thickness of an optimal
double-sided phase mask h∗

1(x), h
∗
2(x), z

∗ can be solved
through an optimization problem. However, propagating
incoherent wavefronts with a physically accurate model at
each iteration is an expensive procedure, and gradient de-
scent only allows solving for the height range that corre-
sponds to the range of 2π modulation.

Our design is to place two microlens arrays (MLA) with
equal focal lengths on either sides of the display such that
the display panel lies in the focal plane of both MLAs,
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Figure 2: Proposed microlens arrays for UDCs. In the
right column, we render OLED display with MLA from two
viewpoints. MLA is placed under the UDC aperture (center
square). When viewed from the front (i.e, 0◦), the display
appears dark.

as shown in Figure 2(a). Light incident from the scene is
concentrated by each microlens, passes through the display
opening, and diverges to a parallel beam by the second set
of microlenses. Compared to UDCs with a pure display, the
proposed setup allows a larger portion of light to reach to
camera main lens, and therefores improve the conditioning
of incident wavefront and SNR.

However, the microlens array in front of the display also
modulates light emitting from the display pixels. An illus-
tration is shown in Figure 2(b). Since the display subpixels
are misaligned with the optical axis of each microlens, light
emitting from subpixels is rarely refracted to the direction
along the optical axis. This implies the display would ap-
pear dark when users view it from orthogonal viewpoint.

3.4. Folding MLAs to Thin Plates

One approach to prevent microlenses from affecting the
display is to implement them as polarization-dependent op-
tics and place a pair of orthogonal linear polarizers on both
sides of the display panel.

The microlens arrays only modulate the phase of light
along p-polarization state. First, we examine the camera
point of view. Light incident from the scene is a mixture of
both states. Phase mask only modulates the p-state (shaded
lines) and leaves s-state (solid color) unchanged. The po-
larizer behind the display selects p-states and filters out the
rest. Thus the camera works in the same principle as we de-
scribed in the previous section. This polarization-dependent
implementation reduces the light throughput by half, which
is taken into consideration in all simulations. Second, we
look into the effect of phase masks on the display qual-
ity. Due to the presence of s-polarization filter, the display
RGB subpixel emits light along s-state. As our phase mask
only modulates light along p-polarization state, light emit-
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Figure 3: Thick lens versus phase masks wrapped at the
dash lines T = 1, 5 and their PSFs.

ting from the display is left untouched.
Since polarization-dependent optics are only available in

thin optics, either as phase spatial light modulators (SLM)
or thin optical elements [9, 13]. It is necessary to fold each
microlens into a thin phase plate at maximum height d0,

ĥ(x) = mod
(
− x2

2(n− 1)f0
, d0

)
. (10)

Figure 3 shows an example. Larger d0 produces a phase
mask that contains few phase wrappings and performs al-
most equally across all wavelengths; and small d0 leads to
much more phase wrappings and the resulting performance
is strongly wavelength dependent. Phase plate wrapped at
d0 has preferable performance for light of a certain wave-
length λ0 over those of other wavelengths. This is because
d0 can be viewed as Tλ0

n−1 , where T is an arbitary positive
integer that coarsely controls the thickness of a phase mask
and λ0 is a wavelength that decides the exact thickness. A
thick microlens can be written as h(x) = ĥ(x) + c(x) Tλ0

n−1 ,
where c(x) ∈ Z, and produces a phase modulation of
exp{j 2π

λ (n − 1)ĥ(x)} exp{j 2π
λ c(x) Tλ0

n−1}. For incident
light of wavelength λ = λ0, the modulation of thick lens
is the same as that of the phase plate. For incident light of
other wavelengths, the phase plate produces wrapping arti-
facts and thinner plates have more chromatic aberration.

A typical phase SLM is able to achieve phase modula-
tions within a range of 2π or equivalently T = 1; other liq-
uid crystal-based non-programmable optics can be imple-
mented with larger phase retardation. Therefore, we design
phase masks for two thicknesses: T = 1 for the phase SLM
and T = 5 for thicker retarders.

3.5. Phask Masks Optimization

As mentioned in the previous section, a thin phase plate
of uniform height d favors a corresponding wavelength λ



and produces wrapping artifacts for other wavelengths, re-
sulting in chromatic aberration. We propose to optimize a
different height d[l] for each microlens l such that the op-
timized inevitability of the overall PSF is the same across
RGB channels to eliminate chromatic aberration.

Given a UDC with L microlenses with corresponding
heights {dl|l = 1, ..., L}, each of which takes the value in
a set of heights i.e., dl ∈ {hj |j = 1, ..., N}. The set of
discrete heights is created by uniformly sampling N wave-
lengths from 400 nm to 700 nm. The goal is to find the
number of dl with the same height for each hj .1 Thus we
define mj =

∑
I(dl = hj),∀l = 1, .., L and a vector

m = [m1, ...,mN ]⊤ for all N heights.
We calculate the invertibility of a system with differ-

ent heights as a weighted combination of that of constant
ones. The invertibility is measured by vj(λ), the region un-
der modulation transfer function for microlens of height hj

and a specific wavelength λ, and higher scores are better.
Specifically, we form form a matrix V ∈ RN×N , where
Vj,k = vj(λk) is the system invertibility for height hj

and wavelength λk. The invertibility of a new system with
mixed heights m can therefore be computed by V⊤

k m.
Different wavelengths contribute to the performance of

RGB channels differently, for example, wavelengths close
to 470 nm, 530 nm, 610 nm matter more to the overall per-
formance than other wavelengths, and the importance is
characterized by the sensor spectral response function. We
thus discretize the function into a matrix S = [s⊤R, s

⊤
G, s

⊤
B ]

and S⊤V⊤x computes the RGB performance under m. We
optimize the following problem,

min
m

∥S⊤V⊤m− 1∥22 + α∥m∥1 (11)

s.t. mi ≥ 0, i = 1, . . . , N. (12)

The first term guarantees that performance of RGB chan-
nels is equally high, and the second term is a regularization.
In optimization, m ∈ RN is a continuous variable, and in
evaluation it is rounded up to integers. mi is non-negative
since it represents a count. We use the log-barrier approach
to solve this constrained optimization problem. The de-
tailed algorithm is provided in the supplementary. Fig-
ure 4 shows an example of optimized phase masks. Com-
pared to a fixed height that favors the green sensor chan-
nel and produces severe chromatic aberration, the optimized
heights perform equally across RGB channels. Compared
to uniformly varying heights, the optimized profile pro-
duces sharper PSFs.

1We show that the ordering of dl has negligible effects on the perfor-
mance in supplementary. Therefore, we only optimize for the counts.
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Figure 4: Choice of d0s at different locations. The center
part indicates the screen under the UDC aperture, and the
white edges indicate the normal screen. The display is at
600 DPI. Colors from dark blue to red indicate d0s deter-
mined by wavelengths from 400 nm to 700 nm.

4. Imaging Model and Its Characteristics
In this section, we describe the image formation model

of the proposed setup and analyze its characteristics.

4.1. Image Formation Model

In UDCs, diffraction is usually non-negligible due to
the small size of the display openings, thus we resort to
wave optics in simulation. The height profiles of the first
and second phase masks h1(x), h2(x) are specified as mi-
crolens arrays as in Equation 10. Given a set of plane
waves pθ(x;λ) with unit irradiance. We can plug the
h1(x), h1(x), z = f0 into Equation 9, and obtain the mod-
ulated wavefront p′θ(x;λ) under our design. The modulated
wavefront p′θ(x;λ) is then focused by the camera main lens
and forms a set of blur kernels kθ(x;λ), as specified in
Equation 1. The blur kernel produced by a wide spectrum
light source coming from angle θ can be computed as an in-
tegral of blur kernels with wavelength λs weighted by sen-
sor spectral sensitivity s(λ), kθ(x) ≈

∫
λ
kθ(x;λ)s(λ)dλ.

We simulate 300 wavelengths from 400 nm to 700 nm.
Since TOLED is fully-open in y-direction and it pro-

duces a blur kernel of approximately a Dirac Delta function,
the captured image can be written as

IUDC = KxI+ n (13)

where Kx is a concatenation of 1D blur kernels, I ∈
R1024×2048 is a high quality image, and n is noise. We sim-
ulate blur kernels produced by 1,024 incoming directions
that correspond to sensor pixel locations along x-direction.

Reconstruction. We first apply BM3D denoiser [4] to
captured images. And then we minimize the least square er-
ror between the captured IUDC and estimated blurry image
KxI, and regularize the estimated I with Tikknov priors.
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Figure 5: Field of view of our design.

We solve the target function using a naive iterative solver
with a ’full’ boundary condition and then crop the estimated
I to have the same shape as IUDC.

4.2. Characterisics of Our Design

Field of View (FoV). Figure 5 illustrates light from differ-
ent directions incident on one pair of microlenses and dis-
play pixel. Let the display pixel has an opening of ∆ and the
microlenses have a focal length of κ∆ where κ is a design
choice. We choose κ∆ to equal display pitch, the smallest
focal length if assuming spherical lenses. Normal incident
light is focused to a point in the center of the display open-
ing. As the incident angle increases, the focus point also
shifts away from the center, until it reaches extreme angle.
Any incident angle larger than the extreme angle is blocked
by the display. The FoV of the system is

FoV = 2 tan−1

(
∆/2

κ∆

)
≈ 1

κ
. (14)

Light Transmission Ratio (LTR). Normal incident light
passes through our setup without being blocked. As the
incident angle increases, a larger portion of the light is out
of the range of the second microlens. At the largest angle
within the FoV, the LTR of our system is

LTRmin ≈ 1− 1

κ
. (15)

Due to the polarization-dependent implementation of our
system, the LTR is reduced by half.

5. Experiments
We design phase masks for UDCs under TOLED of pixel

densities ranging from 150 to 600 DPI. All displays have an
open ratio of 23.8%. We choose the focal length to equal
display pixel pitch, and thus κ = 4.2. The resulting FoV is
around 14◦and the LTR is between 38% and 50%.
Setup. We compare the proposed setup with conventional
UDCs under TOLED. All displays have a pixel density of
600 DPI, equivalently a pixel pitch of 42 µm. We simu-
late a smartphone front camera with an aperture size of
2.3mm and focal length of 4.67mm. To simulate cap-
tured images, we apply spatially-varying blur kernels to
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Figure 6: Comparison of our setups with TOLED.
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Figure 7: Effect of phase mask optimization.

ground-truth sharp images, and then add noise according
to a physically-accurate noise model, and quantized to 12-
bit. We emulate a sensor that has a full well capacity of
15,506 electrons and a standard deviation of 4.87 electrons,
which are commonly seen in smartphone camera sensors.
We set the gain to be inversely proportional to the LTR of
each setup so that the captured image has consistent inten-
sities across setups. We vary the light level by changing the
number of the photons incident on an open aperture on the
display from 250 to 10,000 photons. All setups are evalu-
ated on a test set containing thirty images and using PSNR
and SSIM as evaluation metrics.

Effect of Phase Masks. We compare TOLED without and
with two sets of proposed phase masks that have thickness
of around 1 µm and 5 µm. For each thickness, we compare
three choices of wrapping heights — a fixed height deter-
mined by λ0 = 530 nm, different heights determined by
wavelengths uniformly sampled from 400 nm to 700 nm,
and optimized heights. Figure 6 shows that the proposed se-
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captured, recovered, and difference maps between the restored and ground truth. The intensities of difference maps are
magnified by 2 times. We show SSIM for each restored image. Higher score means better quality.

tups outperform TOLED at all light levels. At 1 µm, the op-
timized height map largely outperforms the fixed one; while
at 5 µm, different designs perform similarly. Because thin-
ner phase masks have more phase wrappings and are more
sensitive to the selection of d0. At 5 µm, the phase mask
is quite similar to a thick lens and the system performance
is more consistent across different choices of d0. Compar-
isons on validation set is in the supplementary.

Effect of Optimization. Figure 7 compares qualitative
results of three choices of wrapping heights on ISO 12233
resolution chart [1]. The light level is about 10,000 pho-
tons. The restored image of TOLED contains a significant
amount of ringing artifacts. The phase mask designed at
a fixed height and with 1 µm thickness produces apparent
chromatic aberration. The image captured under uniformly
sampled heights appears less greenish. Phase masks with
optimized heights further suppress chromatic artifacts and
retain more details, and the one at 5 µm performs even bet-

ter than the one at 1 µm. For example, it recovers more
high-frequency details on the circle.

Qualitative Results. Figure 8 shows the qualitative results
of TOLED and those of our setups. Light level is around
10,000 photons. The upper rows show results from a naive
iterative solver, and the lower two rows are from the cutting-
edge CNN for UDCs [5]. Ours are consistently better than
TOLED in SSIM. It is worth noting that TOLED results,
even with CNN, contain apparent ringing artifacts. For ex-
ample, in the first scene, ghosting artifacts appear on the
blue and red bags, and in the third scene, there is an extra
copy of the window left in the restored image.

Comparisons with Other OLED Displays. We compare
our design with two display layouts commonly used in
smartphone screens, TOLED and POLED [27, 26], and two
displays layouts designed specifically for UDCs [24, 5].
POLED contains a poly-amide substrate, which causes ex-
tremely low light throughput of around 8% and produces



Display Changes LTR% PSNR / SSIM
TOLED − 23.8 22.42 dB / 0.59
POLED − 8.3 26.22 dB / 0.67
Ours − 47.6 28.01 dB / 0.75
Yang et al. Modify layout 22.6 32.93 dB / 0.88
ZTE Axon Low DPI ∼ 75 38.24 dB / 0.96

Table 1: Comparisons with other OLED displays.
TOLED, POLED, and ours do not require a change to the
display openings, while Yang et al. and ZTE Axon require
significant modifications to the display layout. We list av-
eraged PSNR(↑) and SSIM(↑) across scenes from typical
indoor to outdoor light levels, from 250 to 10,000 photons.

a yellowish color shift in the captured images. The dis-
play designed by Yang and Sankaranarayanan [24] modifies
the display openings, and subsequently requires significant
engineering effort to accommodate display RGB subpixels
and circuits. ZTE Axon 20 phone largely reduces the dis-
play pixel density to make room for transparent regions for
light to pass through. We evaluate the performance of ZTE
using the PSF provided by Feng et al. [5] and an estimated
LTR of around 75%. Note that reducing the pixel density
results in apparent artifacts on the display.

Table 1 summarizes the design, LTR, and imaging per-
formance of UDCs under various OLED displays. Ours
falls into the category of requiring no change of the display
openings and outperforms the other two common displays,
TOLED and POLED. While Yang et al. [24] and ZTE Axon
have higher imaging quality, the modifications of the dis-
play have non-trivial negative effects on the display quality.
Detailed performance at different light levels and qualitative
results are in the supplementary.

Effect of Pixel Density. Figure 9(a) evaluates the per-
formance of UDCs at various pixel densities. Displays
at 150DPI are commonly used for desktop monitors and
laptops; 600DPI for high-quality cellphone displays and
tablets. Light level is around 1,600 photons. At 5 µm, op-
timized phase masks outperform TOLED at all four pixel
densities, and at 1 µm ours outperform TOLED with pixel
densities larger than 300DPI. Because microlens arrays for
larger pixel pitch have larger radii, and results in phase
warpping artifacts when implemented as thin plates. Ad-
ditional SSIM plots are shown in the supplementary.

CNN-based Restoration. We adopt DISCNet [5], one of
the best UDC restoration networks. We utilize the 240 high-
quality images in UDC dataset [26] and simulate the cap-
tured images using the pipeline described earlier. Figure 1
and Figure 8 showcase restored images for TOLED and
ours. Compared to the naive iterative solver, CNN-based
restoration largely improves imaging quality. The proposed
setup consistently outperforms TOLED.
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Figure 9: Effect of (a) setups with varying display pixel
densities and (b) quantization of phase masks.

Effect of phase mask quantization. In fabrication, phase
masks are often quantized into discrete height maps with a
step of 200 nm, for example in two-photon lithogaphy [2].
Figure 9(b) shows that quantized phase masks perform sim-
ilarly as ones before quantization.

6. Discussions

In this paper, we design phase masks to improve the im-
age quality of UDCs. First, we show that inserting one
phase mask behind the display is ineffective. Second, we
propose to place two MLAs in front of and behind the dis-
play. The first MLA concentrates light to locations where
the display is open, and the second recovers the original
wavefront. The proposed design allows more light to reach
the camera main lens and shapes the wavefront to a better
condition. To ensure the display quality uncompromised,
we implement microlens arrays as polarization-dependent
phase masks and optimize their heights to suppress chro-
matic aberration. The proposed design largely improves the
imaging quality of UDCs under TOLED display.

Scene at different depths. The effect of the proposed
phase masks is nearly constant across scenes at different
depths in the working range of selfie cameras. This is due
to the small focal lengths of the proposed microlens arrays,
which are at the scale of hundreds of microns.

Diffraction blur. A byproduct of inserting phase masks a
short distance away from the display is that the captured im-
ages lose some details towards the edge (see Figure 1(b)).
Similar to diffractive grating, the diffraction becomes ap-
parent as the angle of incident light increases. In con-
trast, TOLED retains those details, however, with wide-
spread ringing artifacts that are difficult to remove even
with SOTA deep neural networks (Figure 1(a)). Conse-
quently, our method yields much more visually appealing
reconstructions and higher benchmark scores.
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