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Abstract—Many materials have distinct spectral profiles, which facilitates estimation of the material composition of a scene by
processing its hyperspectral image (HSI). However, this process is inherently wasteful since high-dimensional HSIs are expensive to
acquire and only a set of linear projections of the HSI contribute to the classification task. This paper proposes the concept of
programmable spectrometry for per-pixel material classification, where instead of sensing the HSI of the scene and then processing it,
we optically compute the spectrally-filtered images. This is achieved using a computational camera with a programmable spectral
response. Our approach provides gains both in terms of acquisition speed — since only the relevant measurements are acquired —
and in signal-to-noise ratio — since we invariably avoid narrowband filters that are light inefficient. Given ample training data, we use
learning techniques to identify the bank of spectral profiles that facilitate material classification. We verify the method in simulations, as
well as validate our findings using a lab prototype of the camera.

Index Terms—Computational Photography, Hyperspectral Image, Programmable Filter, Material Identification
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1 INTRODUCTION

Material composition of a scene can often be identified by
analyzing variations of light intensity as a function of spectrum or
wavelengths. Since materials tend to have unique spectral profiles,
spectrum-based material classification has found widespread use
in numerous scientific disciplines including molecular identifica-
tion using Raman spectroscopy [7], tagging of key cellular compo-
nents in fluorescence microscopy [23], land coverage and weather
monitoring [6], [15], and even the study of chemical composition
of stars and astronomical objects using line spectroscopy [17].

While spectral profiles and its imaging variant, hyperspectral
images (HSI), have found application in computer vision tasks
[19], [34], [46], widespread adoption has been hindered due to
inherent challenges in its acquisition. Measuring a HSI requires
sampling of a very high dimensional signal; for example, mega-
pixel images at hundreds of spectral bands, a process that is
daunting. This problem is further aggravated by the fact that
hyperspectral measurements have to combat low signal to noise
ratios, as a fixed amount of light is divided in to several spectral
bands — leading to long exposure times that can even span several
minutes per HSI.

This paper proposes a novel approach for enabling
spectrometry-based per-pixel material classification by overcom-
ing the limitations posed by HSI acquisition. To understand our
proposed approach, we first need to delve deeper into the process
of classification itself. Classification techniques involve comparing
the spectral profile at each pixel with known or learned spectra by
taking a linear projection. Intuitively, given K material classes,
we would compute O(K) such linear projections. For example,
a support vector machine (SVM) classifies by finding distance of
features from the separating hyperplane; in the context of spectral
classification, this translates to spectrally filtering the scene with
the hyperplane coefficients. Hence, spectral classification can be
made practical if we can capture the linear projections directly
without having to acquire the complete HSI. Such an operation
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Fig. 1: Spectrum-based material classifier. We propose an optical
setup that is capable of classifying material on a per-pixel basis. This
is achieved by optically computing a small set of spectrally-filtered
images of the scene and then performing classification.

translates to optically filtering the scene’s HSI using known
spectral filters, which can be achieved if we had a spectrally-
programmable camera.

We propose an imaging architecture with a programmable
spectral response that can be changed on-the-fly at video rate.
Given a training dataset of spectral profiles, we use off-the-shelf
classification techniques like SVMs and deep neural networks to
identify linear projections that facilitate material classification. For
a novel scene, the camera captures multiple images, each with a
different spectral response; the captured measurements are used
with the classifier to perform per-pixel material classification; this
process is illustrated in Fig. 1.

We propose a per-pixel material classification camera and
make three contributions:
1) Optical computing for spectral classification. By optically

computing the linear projections of spectral profile at each
pixel, we circumvent the need for sampling of the full HSI.
This requires significantly fewer measurements and has higher
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Fig. 2: Spectrum of materials. Spectrum is often a unique identifier of materials and can be used for per-pixel classification tasks. We
collected spectral profiles of several everyday materials and have shown images of some of the objects we sampled as well as the spectral
profiles, with the black line indicating the average profile for each class. We used the collected spectral profiles to train spectral filters that
enable high accuracy, per-pixel material classification.

light efficiency due to broadband spectral filters.
2) New spectrometric dataset. Since material classification only

requires spectral profiles, we show that discriminant filters
can be learned on labeled spectral measurements. To achieve
this, we collected several spectral profiles of everyday objects,
and learned discriminant filters (see Fig. 2). The codebase for
learning the filters, and our new dataset can be downloaded
from [1].

3) Lab prototype. We demonstrate our proposed method with
a lab-built spectrally-programmable camera that is capable
of imaging at high spatial resolution while filtering at high
spectral resolution.

For binary classification problem, our lab prototype provides a
classification result every alternate frame, and achieves a process-
ing rate of 15 frames per second (half of maximum). We also show
results on multi-class labeling problems using a classifier that can
differentiate between six distinct material types.

2 PRIOR WORK

We discuss prior work in the areas of material classification using
HSIs as well as optical computing and the design of programmable
spectral filters.

2.1 Spectral classification
Given spectral profile s(λ), often obtained using a spectrometer,
the goal of spectral classification is to estimate the material
composition of the object. Given s(λ), we can classify the ma-
terial using many different techniques including support vector
machines (SVM) and neural networks [10]. This process is often
computationally light weight, and accurate — as spectrum is a
unique identifier of materials. However, its extension to classifi-
cation of all pixels in the image of scene is a challenging task.
Classification at image level requires capturing spectrum at each
pixel — thereby requiring a full scan of the hyperspectral image
which is often daunting.

2.2 Hyperspectral classification
Consider the HSI of a scene, H(x, y, λ), where each pixel (x, y)
is assumed to belong to one of K material classes. Specifically,
the spectra at each pixel can be written as,

H(x, y, λ) = α(x, y)SL(x,y)(λ), (1)

where L(x, y) is label of the material contributing to spectrum at
(x, y), and α(x, y) is a scaling parameter. Note that the model
above assumes all spatial pixels are pure, i.e., every pixel gets
contribution from only one material.

The goal of classification is to estimate the label at each
pixel, L(x, y), which forms a label map. There are broadly two
approaches to spectral classification — generative and discrimi-
native. Generative techniques rely on decomposing the HSI as a
linear combination of basic materials that are called end-members
[9]. Specifically, the HSI of the scene is decomposed as,

H(x, y, λ) =
K∑
k=1

sk(λ)ak(x, y), (2)

where sk(λ) is the spectra of kth material, and ak(x, y) is the
relative contribution of material k at (x, y). The abundances at
each pixel along with the end-member spectra provide a feature
vector that can be used to spatially cluster the materials and
subsequently identify them.

Discriminative techniques rely on directly learning discerning
features from the HSI without the intermittent stage of low-
dimensional decomposition. Here, we identify a set of spectral
filters, {(dk(λ), βk)}Mk=1 that generate per-pixel feature vector
via spectral-domain filtering:

Fk(x, y) =

∫
λ
H(x, y, λ)dk(λ)dλ+ βk. (3)

Hence, each image Fk(x, y) is a spectrally-filtered version of the
HSI with an added offset. In case of SVMs, the learned spectral
filters form separating hyperplanes; this has been the de facto way
of HSI classification [11], [28] in the post-processing step. More
sophisticated learning techniques based on neural networks use
spectral features [18] or spatio-spectral features [5], [14], [16],
[20], [22], [24], [27], [45] for classification.

2.3 Need for high spectral resolution
A key requirement for accurate classification is spectral measure-
ments at high resolutions [8]. Sampling at resolutions as fine as
1nm helps discriminate between materials very easily, while very
low sampling resolution, such as an RGB camera that samples
across several 100 nm, is incapable of detecting materials accu-
rately. To verify this, we performed a 6-class classification with
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Fig. 3: Effect of spectral resolution on accuracy of material
classification. In order to classify accurately, it is important to sample
the spectral profiles at high resolutions. The plot shows classification
as a function of spectral resolution for a 6-class classification task with
a one-vs-rest SVM classifier. A high spectral resolution ensures a high
accuracy in material classification; however, such high resolutions
present challenges in acquisition that we mitigate by performing the
necessary computations in the optical domain.

spectrometric data measured at varying resolutions. A glimpse of
the data is presented in Fig. 2 and we will elaborate on it later.
We built a simple, one-vs-rest (SVM) classifier, and estimated
testing accuracy for varying spectral resolution, starting from 3nm
down to 100nm. Figure 3 shows the 6-class classification accuracy.
There is a clear reduction in accuracy as resolution goes down
– indicating the necessity for high spectral resolution. However,
completely scanning the spectral profile and then classifying is
a wasteful process. Invariably, the number of spectral features
used, i.e, the dimensionality of the projection, tends to be smaller
than the number of spectral channels in the HSI. Hence we
seek approaches which require fewer measurements than HSI
dimensionality, without sacrificing classification accuracy.

2.4 Compressive inference for spectral classification

A class of technqiues, based on compressive sensing (CS) [2],
seeks to reduce the measurements required by capturing random
linear projections of the signal of interest. Since random pro-
jections are known to preserve the geometry of certain signal
domains, we can perform classification on the low-dimensional
projections. In the context of spectral classification, Li et al. [21]
perform this by capturing a small set of spatially-multiplexed
measurements and then recovering labels via an unmixing frame-
work. Ramirez et al. [38], [39], [40] implemented a spatial-
spectral multiplexed imager that captures a single snapshot with
a spatial coded aperture and then performs classification. While
such methods reduce the hardware complexity, much of the burden
is placed on the classifier itself. Specifically, the measurement
stage (linear, random) is decoupled from the classification stage
(unmixing). However, since most classification strategies involve
a linear transformation of the spectral profile, we can move part of
the computations to the optical domain.

2.5 Optical computing

Our approach relies on the idea of optical computing, in that, we
seek to perform the linear operations required for classification
directly in the optical domain and circumvent the need to fully
scan the HSI. Optical computing has found use in various vision
tasks such as low-rank approximation of light transport matrices
[33] and hyperspectral images [44], as well as spectral classifica-
tion using programmable light sources [12], [35]. Our approach

is similar, in spirit, to methods that per-pixel classification from
BRDFs by varying the incident illumination [13], [25], or using
first layer of a neural network to capture light fields [4]. To
reduce the complexity of the hardware required, we consider a
simpler approach which relies only on the spectral profiles for
classification so as to process each pixel individually. Such a
strategy is less accurate than spatial and spectral versions [5],
[14], [16], [20], [22], [24], [27], [45], but significantly reduces
the complexity of the imaging system.

2.6 Dynamic spectral filters
To implement our spectral classification technique, we require
a camera that is capable of capturing images with arbitrary
spectral filters. Spectral filtering can be achieved by modifying
illumination spectra [41], or the spectral response of the camera;
a canonical and static example being the Bayer pattern or more
interestingly, the case of fluorescence filters in microscopy. It
is however more useful to have a camera whose response can
be altered arbitrarily in a fast manner. Numerous techniques to
achieve spectral filtering have been proposed in the past. Agile
spectral imager [29] rely on the coding the so-called “rainbow
plane” to achieve arbitrary spectral filtering. This was further
developed by [26] where they placed a digital micromirror device
(DMD) on the rainbow plane to achieve dynamic spectral filtering.

However, such architectures come with a debilitating problem
— usage of pupil codes such as open aperture or a slit directly
tradeoff spatial resolution for spectral resolution. This was identi-
fied in [26], and [43] in the context of hyperspectral imaging. They
showed that a slit, a common choice for spectrometry, leads to
large spatial blur. Similarly an open aperture, a common choice for
high-resolution imaging, leads to large spectral blur. Hence, such
apertures are not conducive for accurate spectral classification.

We instead rely on the optical setup in [44] to overcome
this spatial-spectral tradeoff. The key idea is to use a coded
aperture that introduces an invertible blur in both spatial and
spectral domains. An important difference is that the setup in
[44] is designed for HSI image acquisition; this paper adapts the
underlying ideas for performing per-pixel material classification.

3 PROGRAMMABLE SPECTRAL FILTER

Our optical setup is a modification of the optical setup proposed in
[44] and is shown in Fig. 4(a). The setup consists of an objective
lens focusing scene’s image on a diffraction grating on plane P1,
and a series of lenses that relay the image on P1 to image sensor
on P3. The intensity formed on plane P2 represents the spectral
content of the scene and is called the rainbow plane. The length of
the relay system, from diffraction grating to image sensor is four
focal lengths, and hence is called a 4f system. Next, we explain
the relevant parts of the signal propagation.

3.1 4f system for spectral programming
Given the HSI, H(x, y, λ), that is focused on the grating at P1,
we seek to derive the intensity on planes P2 and P3. The intensity
on rainbow plane P2,

I4(x, y) = a2(−x,−y) ∗
(
S

(
x

fν0

)
c̃

(
x

fν0

))
, (4)

where S(λ) =
∫
(x,y)H(x, y, λ) is spectrum of the scene, c̃(λ)

is response of the optical system, ν0 is the density of groves
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Fig. 4: Schematic for programmable spectral filter. The optical
architecture in (a) consists of a lens assembly with coded aperture
which introduces spatial and spectral blurs. By placing an SLM in P2,
the HSI of the scene can be spectrally filtered and sensed by a camera
sensor on P3. (b) shows a compact realization of the optical setup.

in mm−1, and ∗ represents linear convolution. The intensity on
image plane P3,

I5(x, y) =

∫
λ

(
H(x, y, λ) ∗

∣∣∣∣ 1

λ2f2
A

(
− x

λf
,− y

λf

)∣∣∣∣2
)
dλ,

(5)

where A(u, v) is the 2D Fourier transform of a(x, y). The key
observation from (4), (5) is that a coded aperture placed on plane
P2 causes a spectral blur given by a(x, y) and a spatial blur given

by
∣∣∣A(− x

λf ,−
y
λf

)∣∣∣2. As shown in Fig. 5, a slit causes a severe
spatial blur, whereas an open aperture causes large spectral blur.
The solution is to introduce an invertible blur in both domains,
which can be achieved using a coded aperture, shown in the last
column. We use the same coded aperture that was used in [44], as
it is designed to promote invertibility in both domains.

3.2 Optical setup
Our optical setup is in principle similar to Fig. 4(a). We place a
spatial light modulator on the rainbow plane (P2) and sensor on
spatial plane (P3) to achieve spectral filtering. The optimized bi-
nary code [44] is placed in the lens assembly. Figure 4(b) shows a
schematic of a practical implementation of the same optical setup.
Lenses L1, L2 relay the image plane on to the diffraction grating,
with a coded aperture between the two lenses. The diffraction
grating splits the input light into constituent wavelengths, which
is then focused by lens L3 on the LCoS SLM. The SLM reflects
back light in the same direction, and L3 focuses image back on
to the diffraction grating, which recombines wavelengths. Finally,
L2 and the NIR camera relay back the image on the diffraction
grating. In effect, we achieve a chromatic aberration-free spectral
coding with the proposed optical setup.
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Fig. 5: Spatio-spectral resolution tradeoff. A slit is capable of high
spectral resolution whereas an open aperture is capable of high spatial
resolution but both are inappropriate for high spatio-spectral HSI
imaging. In contrast, a coded aperture introduces an invertible spatial
and spectral blurs which can then be deconvolved. Figure reproduced
with permission from [44].

3.3 Effect of coded aperture

Spectral filtering can be achieved by loading spatial patterns on
to the rainbow plane. We will now understand what pattern to
display in order to achieve a desired spectral profile sk(λ). For
simplicity, we drop the y coordinate on all planes and only look
at x-coordinate. Let i(x1, λ) be the complex amplitude of a point
on plane P1. Let pk(x2) be the pattern displayed on the LCoS on
plane P2. Then the resultant filtering operation on a spatial point
on P3 is given by,

î(x3, λ) =

∫
x2

pk(x2)a(−x2 + λfν0)i(x1, λ)dx2. (6)

To achieve a spectral filter with sk(λ), we require,∫
λ
i(x1, λ)sk(λ)dλ =

∫
λ
î(x3, λ)dλ

=

∫
λ

∫
x2

pk(x2)a(−x2 + λfν0)i(x1, λ)dx2dλ

=⇒
∫
x2

pk(x2)a(−x2 + λfν0)dx2 = sk(λ), (7)

implying that we need to display a profile pk(x2) which when
convolved with a flipped version of the coded aperture gives rise to
sk(λ). Since a(x) was designed to be invertible, we can guarantee
that there always exists a solution to eq. (7), and is given by,

pk(x2) = deconv
(
sk

(
x2
fν0

)
, a(−x2)

)
, (8)

where “deconv” is a simple 1D deconvolution function, such as
Wiener deconvolution. Figure 6 shows some example filters we
implemented on our optical setup. We directed broadband light
into the optical setup and measured the output with a spectrometer
by replacing the measurement camera. We found that our setup
was able to accurately create Gaussian-shaped narrowband filters
of 5nm or more, thereby setting the achievable spectral resolution
of the system at 5nm.

4 LEARNING DISCRIMINANT FILTERS

Our camera is capable of implementing any classifier that relies
on a linear projection as a first step. We first explain binary
classification with support vector machines and then multi-class
classification with neural networks.
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Fig. 6: Effect of coded aperture. To display a desired spectral filter
(a) sk(λ), we need to project a pattern such that the convolution of
the (c) projected pattern with the flipped coded aperture is equal to
the target filter. (d) compares the output of our optical setup with a
spectrometer and the target spectral filter.

4.1 Support vector machine

SVMs provide a binary, linear classifier by learning a separating
hyperplane on the training dataset. Given spectral measurements
s(λ), classification with SVM involves the following operation,∫

λ
s(λ)w(λ)dλ+ c0

class 1
≶

class 2
0, (9)

where w(λ) is the learned separating hyperplane and c0 is the
bias term. Noting the similarities between (3) and the equation
above, we see that binary classification requires capturing a
single image with w(λ) as the spectral filter. Therefore, we can
perform per-pixel, binary material classification with just a single
measurement, instead of scanning the full spectrum s(λ).

4.2 Deep neural networks

Deep neural networks (DNNs) provide a richer alternative to
SVMs. The architecture used in this paper is illustrated in Fig. 7.
We model the first linear unit of the DNN to be the programmable
spectral filter. We then train a model whose input is the spectral
profile at each pixel and output is the material class label as a
one-hot vector. The weights of first fully connected layer are the
learned discriminating filters, and hence the first layer can be
evaluated optically, thereby circumventing the need to measure
the full spectrum at each pixel. The number of filters, Q depends
on the number of materials and how easily they can be separated.
In our experiments, we classified a total of 6 classes. We then
varied the number of filters and computed mean classification
accuracy. Based on this, we picked the optimal number of filters.
We note that the idea of optically computing the first layer has
been explored before in the context of designing color filter arrays
[3] and processing light fields [4].

4.3 Simulations

To evaluate accuracy of linear-only classifiers, we compare SVM
and the 5-layer DNN classifier to some of the state-of-the-art
techniques in spectral-classification on the NASA Indian Pine
dataset which consists of 220 spectral bands with 16 object
classes. We provide the relevant numbers here and provide all
other details in supplementary. Figure 8 tabulates the accuracy of
various classifiers, with the proposed methods highlighted in bold.
We observe that the accuracy is lower than state-of-the-art, which
is expected as we only use spectral information, while the other
techniques use both spatial and spectral information. However,
relying on a spectrum-only classifier lets us capture far fewer
images than the number of spectral bands.

Spectral Profiles
(Measured with spectrometer)

Q 256

D
ro

po
ut

,
R

eL
U

128 64 32

D
ro

po
ut

,
R

eL
U

D
ro

po
ut

,
R

eL
U

D
ro

po
ut

,
R

eL
U

Spectrally programmable 
camera

Learned 
filters

Cross-
entropy loss

6

D
ro

po
ut

,
R

eL
U

256

D
ro

po
ut

,
R

eL
U

128 64 32

D
ro

po
ut

,
R

eL
U

D
ro

po
ut

,
R

eL
U

D
ro

po
ut

,
R

eL
U

6

D
ro

po
ut

,
R

eL
U

Prediction

Optical meas. Computer

Fig. 7: Proposed optical classifier. The proposed optical classifier
broadly consists of two stages. In the first stage, we learn the weights
of a neural network with spectrum as input and class label as output.
The training process outputs the set of discerning filters, marked
”learned filters” in the image. In testing stage, we filter the HSI of
the scene with the learned filters, thereby replacing the first layer of
the classifier with an optical implementation. This results in a high
accuracy, per-pixel classifier while requiring far fewer measurements
than the size of the HSI.

Method Classifier Coding strategy #Measurements Accuracy
Santara et al. DNN Non-linear,

spatial and spectral
220 96.7% 

(reported)

Hu et al. DNN Convolutional, 
spectrum-only

220 90.16%
(reported)

Lee et al. DNN Convolutional,
spatial and spectral

220 93.6%
(reported)

Melgani et al. SVM Linear, spectrum-only 16 84%
(computed)

This paper DNN Linear, spectrum-only 16 90%
(Computed)

Fig. 8: Simulations on the Indian Pines dataset. We compare state-
of-the-art classifiers against the classifiers proposed in this paper. By
reported we report the accuracy figures listed in the respective papers,
while computed results were generated by us. A key feature of our
optical setup is that it can only compute linear projections of spectra.
While this leads to reduction in accuracy, the number of captured
images are far fewer.

5 EXPERIMENTS

We demonstrate capabilities of our setup for video-rate binary
classification with binary SVM as well as matched filtering, and
multi-class classification with multi-class SVM and DNNs.

5.1 Lab prototype
Figure 9 shows a photograph of the lab prototype we built along
with labels for relevant components. A detailed optical layout
along with the list of components is in the supplementary material.
Our SLM is a Holoeye LCoS SLM with a frame rate of 60 Hz that
works as a secondary monitor. We used an NIR-sensitive sCMOS
camera (Hamatasu ORCA Flash 4.0 LT). Inspired by previous
work in material classification [10], [42], we designed our optical
system to image from 600−900nm. Our setup is capable of coding
spectrum at a resolution of 3.3nm, giving us 100 spectral bands.
Finally, the SLM acts as a dynamic spectrally-selective camera
and hence can be directly used for measuring the complete HSI.
To do so, we display permuted Hadamard patterns on the SLM to
capture a 256× 256× 256 dimensional HSI. Figure 10 shows an
example of captured HSI of an acrylic painting.

Calibration. Our optical setup broadly requires calibration of the
code resulting in spectral blur, calibration of wavelengths and
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Fig. 9: Lab prototype. The picture shows the lab prototype we built
with only the major components marked. Please refer to supplemen-
tary for complete details. We used an objective lens of 50mm focal
length, while all other lenses were 100mm.
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Fig. 10: Example HSI. Our prototype is designed to capture images
from 600nm to 900nm. (a) was captured using a cellphone while
(b)-(d) are images captured by our setup. Bottom row shows spectral
profiles at three marked points.

finally, spatial PSF. We use narrow-band lasers for calibrating both
code and wavelengths, and use a 10µm pinhole for calibrating
spatial PSF. Details are available in the supplementary material.

5.2 Handling illumination spectrum
The discussion so far has relied on classifying materials based
on their reflectance spectrum only. In practice, we measure
the reflectance multiplied by scene illumination as well as the
camera’s spectral response. Specifically, if H(x, y, λ) is the
HSI of the scene, then the measured HSI is Ĥ(x, y, λ) =
H(x, y, λ)c(λ)l(λ), where c(λ) is the camera spectral response
and l(λ) is illuminant spectra. To account for the modified spectral
measurements, we can follow one of the two approaches:
1) Corrected spectral filters. By displaying ŝk(λ) =
sk(λ)/(c(λ)l(λ)), the measured spectral measurements are
directly proportional to the reflectance spectra of the material.

2) Training on modified data. Instead of training on H(x, y, λ)
we can train on Ĥ(x, y, λ), which then produces one model
for each illuminant condition.

While both are equivalent, we found training on modified data to
be more robust to illumination changes and hence trained different
models for different experiments.

5.3 Dataset
To learn discriminant spectral filters, we collected spectra of sev-
eral everyday object with a OceanOptics Flame FX 400−1000nm

filter 1 filter 2

filter 3 filter 4

Fig. 11: Learned filters. The filters shown here correspond to a DNN
classifier with 4 spectral filters.

spectrometer. For experiments in this paper, we divided the mate-
rials into six classes, namely, fabric, paper, plants, plastic, human
skin and wood – materials that are most likely to be found in
everyday settings. We collected objects under varying illumination
such as indoor illuminant, outdoor sunlight, LED light source
and halogen light sources. All measurements were then divided
with the corresponding illuminant spectrum to obtain reflectance
spectra of objects. Image of some of the objects and spectral
profiles are displayed in Fig. 2. More details can be found in
supplementary material. The code to learn the spectral filters, and
the spectrometer dataset can be downloaded from [1].

5.4 Training classifiers
For binary classification, we used SVM to learn the spectral
filters. We used Scikit-Learn [37] for this purpose. We trained
DNNs for multi-class classification with the network architecture
shown in Fig. 7 with loss function set to cross entropy. The
number of spectral filters were varied from 1 to 20 to compare
performance. We learned the network using the PyTorch frame-
work [36] with learning rate set to 10−3 for a total of 500
epochs. We then extracted weights of first layer and used them
as spectral filters. The learned filters are shown in Fig. 11. The
trained filters are then implemented on our lab prototype through
a simple linear interpolation from spectrometer wavelengths to
setup wavelengths. Further details about the learning process are
included in supplementary.

5.5 Handling scale of features
A key requirement of any classifier is that the scale of features
be same during training and testing. A common practice is to set
the norm of feature at (x0, y0), ‖H(x0, y0, λ)‖ to unity, or the
maximum value to unity. In our case, this requires having knowl-
edge of the complete spectral profile, which defeats the purpose of
optical computing. instead, we normalize our measurements with
sum of the spectrum,

∫
λH(x0, y0, λ), which can be measured by

displaying a spectral profile with all ones,

Isum(x0, y0) =

∫
λ
H(x0, y0, λ)dλ (10)

Then, the measurements for classification are,

Ĩk(x0, y0) =
Ik(x0, y0)

Isum(x0, y0)
, (11)

where Ik(x0, y0) is the measurement with spectral filter sk(λ).
Such an approach also makes the measurements invariant to shad-
ing of individual pixels [30], [31], [32]. We scale the spectra the
same way even while training, which makes the scaling consistent.
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Fig. 12: Accuracy vs. number of filters. We varied the number
of filters and estimated mean accuracy on a held out test dataset.
Based on the plot, we observe that DNNs outperform SVM, and
that accuracy starts saturating beyond 4 filters.
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Fig. 13: Accuracy vs. smoothness. We plotted accuracy as a
function of decay constant, η, with lower η encouraging smoother
filters. The accuracy is highest around η = 2× 10−3, which was
the value we used for all our experiments.

Hence any set of measurements with spectral profiles requires just
one extra image.

5.6 Accuracy vs. number of filters
Classifiers such as SVM have a fixed number of filters, which
is K for one-vs-rest and K(K − 1)/2 for one-vs-one classifier.
In contrast, neural networks can be designed with any number of
spectral filters. To choose the appropriate filter count, we trained
models with varying number of filters and evaluated average
accuracy on a held-out test dataset. Fig. 12 shows an accuracy
plot. We observe that DNNs achieve higher accuracy than SVM.
Further, for our 6-class problem, we see that the accuracy saturate
after four filters. We hence chose Q = 4 in all our experiments.

5.7 Accuracy vs. smoothness
Smoothness of spectral filters is controlled by the weight decay
term in neural networks. It is desirable to have smooth, broadband
spectral filters, as they lead to higher light throughput. In contrast,
very smooth spectral filters may lead to lowered classification
accuracy. To find the appropriate regularization term, we once
again trained several models and chose the one that gave best
accuracy on a held out dataset. Accuracy vs regularization for
DNNs is shown in Fig. 13. Based on this curve, we chose a weight
decay term of 2× 10−3 for all our experiments.

5.8 Binary classification
The simplest task possible with our optical setup is a binary
classification, where the label at each pixel belongs to one of

(a) RGB (b) SVM score (c) Label

Fig. 14: Per-pixel classification. Due to per-pixel operation with high
spatial resolution, our imager can clearly identify the micro-structures
such as the cactus thorns by capturing only two images instead of the
complete HSI.
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Fig. 15: Matched filtering. If spectrum of the specific objects is
known, one can implement a matched filter and perform per-pixel
material classification.

the two possible classes. In such a situation, one may either use
a linear SVM where the spectral filter is the learned supporting
hyperplane, w, or use a matched filter, where the spectral filter is
difference of spectra of the two classes, s1(λ)− s2(λ). Figure 14
shows classification of a real cactus surrounded by several plastic
plants. The SVM score in (b) as well as the labels show that
our setup is capable of resolving very thin structures such as the
cactus thorns. Figure 15 shows classification results for real vs.
plastic plants and real vs. fake wood with matched filtering and
Fig. 16 shows classification results with SVM classifier.

Figure 17 evaluates the advantages of optical classification. (b)
visualizes the SVM score at each pixel obtained by scanning the
complete HSI and then computing the projection to the SVM hy-
perplane, which requires a total of 256 measurements. In contrast,
optical projection, shown in (c) requires only two images. Bottom
row shows the receiver operating characteristic (ROC) curve of
classification performancee for both cases. The SNR advantage is
evident; the area under the curve for optical projection (0.7914) is
higher than full measurement and then projection (0.7912).

5.9 Remote photoplethismography

By programming our setup to display profiles of oxygenated and
deoxygenated blood, we can remotely perform pulse oximetry in
a non-invasive way, which can be used for studying vasculature.
Figure 19 shows an example data on index finger. We placed a light
source behind the finger to capture data in transmissive mode, and
collected 500 filtered images at 10 frames per second The obtained
data was then temporally filtered to retain signal from 1 − 2 Hz.
The resultant data enhanced the digital arteries (dark line passing
through center of the finger). The heart beat was estimated from
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Fig. 16: SVM classification. We learned SVM filters on spectrometer
training data and then implemented them on our optical setup. Our
setup is very versatile and can be used for classifying arbitrary
material classes.
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Fig. 17: Advantage of optical computing. We show an example of
binary classification between cardboard and wood (a) using per-pixel
SVM. Optical computing achieves higher accuracy with far fewer
measurements.

this signal was 80.7 beats per minute, while an off-the-shelf pulse
oximeter reported 79− 84 beats per minute.

5.10 Multi-class classification with DNNs
We first tested our prototype on an outdoor scene shown in Fig.
20 to verify that our setup was capable of accurate multi-class
classification. We collected spectra with the prototype itself where
we scanned full HSI of three classes, namely concrete, grass and
sky, and then used the obtained spectral profiles to train a 3-class
neural network. We then optically classified a scene with 6 filters.

35 145 200 260

skin

plastic

Fig. 18: Video rate classification. Since our setup can rapidly change
spectral filters, we can implement video-rate classification. In this
example, we show some frames of a classifier that separates human
skin from plastic (silicone in this example), which is often useful for
biometrics.
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Fig. 19: Remote pulse oximetry. Hemoglobin in blood varies be-
tween being oxygenated and deoxygenated, thereby having different
spectral profiles (left plot). We program our camera with a difference
of the two profiles, to capture oximetric signal in a remote, non-
contact fashion. The plot in the second row shows the processed
oximetry signal over the finger.

The resultant label map is shown in Fig. 20. Such a per-pixel label
map can then be used for accurate semantic segmentation.

Next, we used the 6-class classifier that we trained earlier on
spectrometer data (Fig. 11) and classified several indoor objects.
Figure 21 compares the spectrally filtered output using full scan,
as well as optical projection. The two results look very similar;
while optical computing requires only five images, full scanning
required 256 images. Figure 22 shows several real world scenes
classified with our optical classification strategy. In all cases, five
images were captured, four with filters and one image with an
all-pass spectral filter.

5.11 Discussion
Across all the experiments, we note that the propose optical
classification strategy is promising, particularly when operated
in binary classification mode. We showed a transferable filter
learning strategy where we learned spectral filters on spectrom-
eter data and then implemented them on our setup. In case of
multi-class classification, we note that the performance degrades
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Fig. 20: Classification of outdoor materials with DNNs. We trained
a 3-class classifier with 6 filters to classify outdoor scene. Such a
classification strategy can be used as an initial estimate for an accurate
semantic segmentation.
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Fig. 21: Comparison of optical and full-scan spectral filtering.
Our method directly measures the spectral projections, which requires
5 images instead of 256 images (full HSI scanning).

compare to binary classification. This is to be expected due to
two key reasons. One, any model mismatch arising due to the
optical hardware propagates through the classification pipeline.
Mismatches can cause severe error in estimates if spectral profiles
are similar in shape. This can be corrected with careful and precise
alignment of all optics. Second, higher order effects such as
non-Lambertian surfaces, global illuminant component and scatter
cause the measured spectrum to be different that the pure material
spectra. Classification can be made robust if the training data is
augmented with all possible spectral variations for each material.
This can be achieved with a spectral-angular gantry, and will be
pursued as a future direction.

A key limitation of our setup is the assumption that the pixels
come from a single material class. Some real world examples are
made of a mixture of materials at each class, an example being
land cover. In such a case, outputting just a class label may not
suffice but relative probabilities of each class is desired. This can
be achieved by modifying the classifiers to output a score for each
material at each pixel instead of most probable class.

6 CONCLUSION

We propose a per-pixel material classifier that relies on a high
resolution programmable spectral filter. We achieve this by learn-
ing spectral filters that can achieve high classification accuracy
and then measure images of the scene with the learned filters.
Owing to a simple, per-pixel decoding strategy, we can achieve
classification at video rates. We showed several compelling real
world examples with emphasis on binary video-rate and multi-
class classification. We also contributed a dataset of spectra of
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Fig. 22: Multiclass classification with DNNs. We show diverse set
of scenes that were classified with our optical classification strategy.

everyday materials which we believe will enable future research
in spectrum-based material classification for computer vision.
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