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Abstract

Inferring shape, reflectance and illumination from an image en-

ables us to better understand a scene and has opened up a wide

range of socially-compelling applications ranging from virtual re-

ality, entertainment and home surveillance. However, this is a

particularly challenging problem since all the factors are com-

bined into a single observation. At the same time, the ubiq-

uity of mobile devices has raised immense opportunities for wide

spread adoption of such techniques. Toward this end, this dis-

sertation addresses the problem for the shape, reflectance and

illumination estimation using sensors and illuminants commonly

found on commodity devices, such as smart phones and tablets.

We focus on two subsets of the problem. We first address the

problem of estimating the shape and reflectance of objects that

exhibit spatially-varying reflectance under known single illumi-

nant. Our contributions here are two-fold. First, we provide a

non-iterative technique for per-pixel shape and reflectance, that is

able to outperform the state-of-the-art methods on a wide range

of real scenes. Second, we translate our technique to mobile de-



vices and demonstrate capabilities in estimating as well as editing

reflectance in spite of the flash unit and camera sensor being col-

located. Next, for a Lambertian scene being illuminated with

multiple light sources, we propose a method to separate and ma-

nipulate the scene illuminants based on their spectral differences.

As before, we make two contributions. First, we derive physics-

based constraints for the flash/no-flash image pairs and provide

identifiable analysis with respect to the number of light sources in

the scene. We show that this separation can be used to support

applications like white balancing, lighting editing, and RGB pho-

tometric stereo, where we demonstrate results that outperform

state-of-the-art techniques on a wide range of images. Second, to

address the limitations of the flash light for the mobile devices,

such as the presence of strong ambient light as well as the scenes

with large depth variations, we further demonstrate the ability

to separate the image by simulating the flash image with a deep

neutral network. We show that we are able to produce high-

quality outputs that match the performance of previous methods

that required a flash/no-flash pair, while being more practical

in requiring only a single image. We believe that, all together,

the techniques developed in this dissertation makes a significant

advance in our ability to not just estimate a scene’s shape, re-

flectance, and illumination but also enable subsequent inference
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and post-processing capabilities.
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Chapter 1

Introduction

Scene understanding, a central problem in computer vision, refers to the

ability to describe a scene in terms of the shape of objects present in the

scene, the nature of materials that comprise these objects, and the size, color

and orientation of lighting incident upon them. Over the last few decades,

advances in inferring such scene properties have opened up a wide range

of socially-compelling applications in virtual reality, entertainment, home

monitoring, and robotics. While this problem seems trivial to us since we

perform it easily and often subconsciously, for computers, it is an extremely

challenging task since they perceive the images in a completely different way.

In this dissertation, we focus on the ability to infer the scene properties,

including shape, reflectance and illumination, and in particular, use it for

post-process manipulation of reflectance and illumination in a scene. Further,

we also focus on enabling such capabilities under relatively unconstrained
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conditions and using commodity hardware that are commonly found on smart

phones and tablets.

To achieve these capabilities in scene understanding, we first have to

understand how reflectance, shape and illumination are encoded in image

measurements of a scene. The intensity observed at a pixel in a image is

a complex function of scene geometry, materials properties, illumination,

the imaging device, and subsequent post-processing. To disentangle each

of these factors is a highly ill-posed problem. Given the complexity of the

general inverse problem, two important subsets have been studied in detail

in prior literature: first, estimating the shape and reflectance by assuming

that illumination of the scene — in terms of color and orientation — is fully

characterized, and second, estimating the illumination by imposing strong

prior on the reflectance (e.g. Lambertian material).

To estimate the shape and reflectance under known illumination, scenes

with Lambertian reflectance have been studied extensively in the context of

photometric stereo [76,149,152] due to the immense simplification that such

an assumption provides. Unfortunately, real-life scenes often involve non-

Lambertian materials that interact with light in complex ways; this creates

a significant disconnect between theory and practice. While there have been

some efforts [9,63,93] for developing photometric stereo for spatially-varying

reflectance, they either rely on restrictive assumptions on the materials or

extra reference materials in the scene [71], both of which make them im-

practical in real world scenarios. In addition, most of these approaches rely

2



on dense sampling of the reflectance, thereby requiring precisely calibrated,

often prohibitive expensive acquisition setup, which hinder the accessibility

for the average consumer. While photometric stereo has been studied in the

uncalibrated setting, where the orientation of the light sources are unknown,

the performance in the absence of calibration is often significantly worse than

their calibrated counterpart [138].

In parallel, many techniques have been developed to explicitly estimate

the illumination of the scene, rather than assuming it can be known. Color

constancy [54, 55], or white balancing, — the problem of correcting for the

illuminant spectrum — is a closely related light estimation problem, and

has been extensively studied in the literature. Specifically, the goal is to

render a new photograph such that the observed color of scene points is

influenced only by their reflectance and not by the spectral profile on the

scene illumination. As is to be expected, color constancy is an integral part

of most digital camera pipelines as well as image processing tools. While

there are numerous techniques for performing color constancy, most of them

are not able to handle multiple illuminants.

This dissertation addresses the problems for shape, reflectance and il-

lumination estimation using mobile devices for scenes that have complex

spatially-varying reflectance and illumination. Solving these problems in a

mobile setting raises some additional challenges, in addition to those already

enumerated above. As compared to carefully calibrated light stages, there

is a significant reduction in our ability to both control the illumination in
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the scene as well as additional challenges in terms of lack of extrinsic cam-

era calibration. Specifically, many of the factors, such as lighting direction,

camera pose, that can be obtained via precisely calibration with light stages,

become unknown and need to be estimated, which increases the complexity

of the problem. This poses a significant challenge that we seek to address in

this dissertation.

The goal of our work is to address two subset of the problems: first, for the

scene under single illuminant, we enable the capability in manipulating the

reflectance of the objects by solving for the shape and reflectance of the ob-

jects that exhibit spatially varying BRDF (SV-BRDF) (see Figure 1.1), and

second, for the scene under mixture of illuminants, we demonstrate the capa-

bility in manipulating the scene illumination by separating the captured pho-

tograph into several images, each of which only lit by a single light source(see

Figure 1.2). That is, we aim for solving the problems defined as:

Shape and reflectance estimation for the object exhibiting non-Lambertian

spatially varying BRDF by the use of mobile devices. We show that the per-

formance of our technique on a wide range of simulated and real scenes where

we outperform competing methods. An example is shown in Figure 1.1.

Illumination decomposition for the image captured under the mixture of

light sources (see Figure 1.2). We demonstrate that this separation can be

used to support applications like white balancing, lighting editing, and RGB

photometric stereo, where we demonstrate results that outperform state-of-

the-art techniques on a wide range of images.
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Capture Unaligned images Aligned images
Estimated normals

Recoverd surface

A

B

Material map
Per-pixel BRDF

A B

Reflectance editing results

Figure 1.1: We acquire multiple images of a near-planar object using the
camera and the flash unit on a mobile phone and subsequently, estimate the
surface normals as well as the spatially-varying BRDF at each pixel.

For both problems, we need to solve for particularly challenging problems to

infer the scene properties. Before we discuss the specific technical contribu-

tions in detail, we first go over the challenges underlying the problems solved

in this dissertation as well as discuss key related work.

1.1 Prior work

Reconstructing a scene — and all its properties including shape, reflectance of

the material, and ambient illumination — from portable devices is one of the

long-standing goals of computer vision and graphics, and has been extensively
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(a) No-flash (b) Source separation results

(c) Illumination editing results

Figure 1.2: The scene in (a) is lit by cool sky illumination from the window on
the left and warm indoor lighting from the top. Given a pair of no-flash/flash
images, our method separates the no-flash image into two images lit by each
of these illuminants (b) and estimates their spectral distribution (insets in
(b)). Using our illuminant estimates, we are able to edit the illumination in
the photograph (c) by changing the individual spectra of the light sources
(insets in (c)).

studied in the literature. However, this is a highly ill-posed problem since all

these properties are intrinsically tied to each other, estimating each of them

often relies on reconstructing the others. In this section, we will specifically

focus on the challenges for recovering SV-BRDF and shape from controlled

illuminants, as well as predicting the ambient illumination colors.

1.1.1 SV-BRDF and shape estimation.

Reflectance properties play an important role in the appearance of objects

in a scene. For an opaque object, these properties are represented by the 4-
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Acquisition Method Material SV-BRDF Camera Illumination

Uncalibrated

Lambertian Yes SfM [154] Moving Ambient

SL [105] Lambertian Yes Moving Structured

PS [11] Lambertian Yes Static Directional

Intensity [100] General No Static Directional

Calibrated

PS [152] Lambertian Yes Static Directional

Parametric [63] General Yes Static Directional

Data-driven [103] General No Static Directional

Proposed [78] General Yes Moving Point

Table 1.1: Shape and BRDF estimation methods for different camera and
illumination setups. Note that SV-BRDF indicates whether the target object
is spatially-varying or homogeneous, SfM refers structure from motion meth-
ods, SL denotes the methods relying on structured light, PS refers the photo-
metric stereo. For the non-Lambertian methods, we refer parametric as the
methods by using parametric model to characterize material BRDFs while
data-driven refers to the methods relying on measured BRDFs database.
For our method, we focus on spatially varying BRDFs by the use of moving
camera with point light source, i.e. the setup for the mobile device.

D bidirectional reflectance distribution function (BRDF), which completely

characterizes how a material interacts with incident light. However, mea-

suring the BRDF of a material is since it often requires dense sampling of

the 4-D space, hence requiring either large amount of input images or prior

knowledge of the materials. To address this, techniques have been developed

by incorporating additional prior on the BRDF as well as utilizing different

camera and illuminant setup. We show a variety of shape and BRDF meth-

ods with respect to the assumption on the materials as well as the setup for

the camera and illumination in Table 1.1.
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Lambertian BRDF. The majority of past techniques rely on the Lam-

bertian assumption, in which the BRDF of the object can be characterized

as a constant. An example of this is classical photometric stereo [152], as

shown in Figure 1.3, where the shape of the objects is able to be recovered

by using three images under a fixed view-point and varying illumination.

In parallel, many techniques have been developed to recover the shape

from photographs captured under the same illumination but varying camera

poses [56, 57]. While significant progress has been made on the Lambertian

materials, the real world consists of a variety of materials exhibiting non-

Lambertian reflectance, i.e. shinny or mirror-like objects. This always leads

to immense increase in the dimensionality of BRDF. In addition, the key

challenge is that the reflectance, characterized in terms of BRDF, and the

shape, characterized in terms of surface normals, are inherently coupled and

need to be estimated jointly. Further, the SV-BRDF is a 6D function of space

and incident/outgoing angles and hence, can be very high-dimensional. In

the absence of additional assumptions, estimating the SV-BRDF requires a

large number of input images for robust estimation.

Homogeneous BRDF. Instead of assuming Lambertian material, a com-

mon assumption for enabling computationally tractable model is that the

object is made of the same material or all the pixels share the same BRDF.

This provides a significant reduction in the dimensionality of BRDF since we

are able to pool the information together across pixels. However, few real
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Camera

Moving

Captured image Captured image Captured image

Shape Reflectance

Light
Moving

Figure 1.3: Given the static camera and moving calibrated light source, it is
suffice to recover the shape and reflectance for the object with Lambertian
material with three images.

objects are exactly made of single material and BRDF may vary even for

adjacent pixels. To this end, bulk of attentions are received for the problem

defined in terms of the spatially varying BRDF.

Spatially-varying BRDF. To estimate the spatially-varying BRDF, it

always requires large amount of input images. To make the problem com-

putational tractable, the assumptions are made on the BRDF to restrict

the underlying solution space. The initial attempt is made by modeling the

BRDF with a variety of physical-based parametric models [22,39,150]. While

it provides immense reduction in the dimensionality, i.e. from millions of un-

knowns to less than 10, it is inherently limited by the generalizabity to the

complex materials with highly specular lobes [107]. To address this, Matusik

et al. [103] actually measure a wide range of material BRDFs and introduce
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the data-driven model to characterize the target unkown reflectance. In par-

ticular, Lawrence et al. [93] assume that BRDF at each pixel is characterized

as a weighted combination of a few, unknown reference BRDFs. The BRDF

is now represented using the reference BRDFs and their relative abundances

at each pixel. The problem of shape and BRDF estimation reduces to al-

ternating minimization over the surface normals, the reference BRDFs, and

abundances of the reference BRDFs at each pixel. However, to solve for the

shape and BRDF is not just computationally expensive but also has a critical

dependence on the ability to find a good initial solution since the underlying

problem is non-convex and riddled with local minima. This naturally leads

to a dense sampling of the 4-D BRDF space using precisely calibrated, and

often prohibitively expensive, acquisition setups.

Uncalibrated lighting. Photometric stereo has also been addressed in

the uncalibrated setting [50,115,145] where we do not have knowledge of the

lighting directions. Alldrin et al. [11] formulate the problem as the minimiza-

tion for the entropy and solve for the shape of the objects with Lambertian

materials. For the non-Lambertian materials, Lu et al. [100] exploit the rela-

tion between surface normals and observed intensity profiles to estimate the

shape of the object from multiple images. However, these approaches are

inherently limited by bas-relief ambiguity, making the performance signifi-

cantly worse (average 10 degree worse in angular errors as shown in [138])

than the calibrated counterpart.
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BRDF acquisition using commodity devices. More recently, previ-

ous work has looked at the problem of reflectance capture “in the wild”,

under relatively unconstrained conditions, and using commodity hardware.

Because of the ill-posed nature of this problem, these methods rely on ex-

tra information like the presence of reference materials in the scene [125]

or restrict themselves to BRDFs with stochastic, texture-like spatial varia-

tions [7]. While their results are impressive, the use of reference materials or

restrictive assumptions on the materials make these approaches less practical

in real-world situations.

1.1.2 Illumination estimation

Real-world lighting often consists of multiple illuminants with different spec-

tra. For example, outdoor illumination — both sunlight and skylight —

differ in color temperature from indoor illuminants like incandescent, fluo-

rescent, and LED lights. These variations in illuminant spectra manifest as

color variations in captured images that are often a nuisance for vision-based

analysis and photography. To this end, many techniques are devoted in the

context of color constancy to remove the effect of the color of the light sources

illuminating a scene.

Color constancy. While there are numerous techniques for performing

white balancing, the vast majority of them assume that the captured scene

is illuminated by a single light source [52, 55, 61]. Many real-world scenes
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are interesting precisely due to complex spatially-varying illumination with

multiple light sources where the assumption of a single dominant light source

is completely violated. This is commonly referred to as the “mixed illumi-

nation” scenario [27, 77, 126]. In the absence of additional assumptions or

constraints, color constancy under mixed illumination is highly ill-posed and

intractable since it is entirely possible that each scene point is illuminated

by its own unique configuration of the light sources. As a consequence, the

vast majority of prior techniques that perform white balancing method for

mixed illumination rely either on user guidance [25,27], or require knowledge

of the number of light sources and their colors [77], or make simplifying as-

sumptions that individual regions in the scene are illuminated by a single

source [126].

Intrinsic images. More recently, intrinsic images techniques [18] have

been proposed to directly separate an image into the reflectance and illu-

mination layers. This is a particularly challenging decomposition because

the effects of reflectance and illumination are combined into a single observa-

tion, which makes the inverse problem of separating them severely ill-posed.

To tackle the problem, a common assumption made is that there is a single

(usually white) illuminant and the materials for the objects are Lamber-

tian [16, 18, 151]. Recently, more techniques introduce additional prior on

depth, color variations or utilize deep neutral networks to directly regress

the reflectance and illumination. While these techniques return high qual-
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Illuminant Method Number of images Output

Single

Gray-world Single Illumination

Statistical prior [53] Single Illumination

Intrinsic image [20] Single Reflectance& illumination

Multiple

Statistical prior [62] Single Illumination

Known color [77] Single Illumination

User-aided [26] Single Reflectance& illumination

Flash/no-flash [80] Two Illumination

Video-based [120] Multiple Illumination

Table 1.2: Illumination analysis methods for different ambient environments.
Note that Automatic refers the methods which do not rely on extra prior
knowledge of the scene while Prior refers the methods which require prior
knowledge on the type or the color of the light sources. We also denote
the user-aided methods by obtaining additional inputs from the users in the
form of scribbles that mark regions with the same color or even regions that
are known to be entirely white. For the flash/no-flash method, it requires a
pair of flash/no-flash image for the same scene as the input. In comparison,
video-based method focuses on the image sequence or a video recorded for a
static scene. For our method, we aim for solving the problem by the use of
a single image under the mixture of multiple light sources.

ity results, real world consists of objects with complex reflectance as well

as being illuminated by multiple light sources with different colors, which

significantly limits the applicability of the state-of-the-art techniques.

1.1.3 Post-capture editing of reflectance and illumina-

tion

One of the secondary objectives of this dissertation is to enable post-capture

manipulation of a photograph and in particular the ability to change the
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reflectance and illumination in the scene. Current techniques for doing so

rely heavily on user annotations. One approach is to obtain additional inputs

from users in the form of scribbles that mark regions with similar reflectance

or being illuminated with the same illuminant. User-guided approaches have

been widely used in many image processing tasks including image editing [98],

intrinsic images [25, 134], and color correction [26, 30]. In the context of

white balancing, Boyadzhiev et al. [26] utilize user scribbles to indicate color

attributes of the scene such as white surfaces and constant lighting regions.

This enables an interpolation framework that propagates the information

from user specified pixels to the under-determined regions. However, user

guided approaches are not preferable for many reasons including the time

and expertise required for a user to provide meaningful input. In many

ways, we seek to automate this process by providing a robust framework for

shape, reflectance and illumination estimation.

1.2 Contributions

We aim to solve for shape and reflectance via the use of easy-to-deploy cap-

ture devices, i.e. smart phones or tablets, as well as to extend the illumination

analysis approaches by not only estimating the light colors but also separat-

ing the shadings induced by each light source. The key capabilities we seek

to enable are in the form of editing the shape, reflectance and illumination in

a scene. To this end, we make the following contributions in the dissertation.
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1.2.1 Shape and spatially-varying reflectance estima-

tion

We addresses the problem of estimating the shape of objects that exhibit

spatially-varying reflectance.

Capture with photometric stereo setup. We assume that multiple im-

ages of the object are obtained under a fixed view-point and varying illumi-

nation, i.e., the setting of photometric stereo. At the core of our techniques

is the assumption that the BRDF at each pixel lies in the non-negative span

of a known BRDF dictionary. This assumption enables a per-pixel surface

normal and BRDF estimation framework that is computationally tractable

and requires no initialization in spite of the underlying problem being non-

convex. Our estimation framework first solves for the surface normal at

each pixel using a variant of example-based photometric stereo. We design

an efficient multi-scale search strategy for estimating the surface normal

and subsequently, refine this estimate using a gradient descent procedure.

Given the surface normal estimate, we solve for the spatially-varying BRDF

by constraining the BRDF at each pixel to be in the span of the BRDF dic-

tionary; here, we use additional priors to further regularize the solution. A

hallmark of our approach is that it does not require iterative optimization

techniques nor the need for careful initialization, both of which are endemic

to most state-of-the-art techniques.

Capture with mobile setup. We propose the use of a light-weight setup
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consisting of a collocated camera and light source commonly found on

mobile devices to reconstruct surface normals and spatially-varying BRDFs

of near-planar material samples. A collocated setup provides only a 1-D

univariate sampling of a 3-D isotropic BRDF. We show that a univariate

sampling is sufficient to estimate parameters of commonly used analytical

BRDF models. Subsequently, we use a dictionary-based reflectance prior to

derive a robust technique for per-pixel normal and BRDF estimation. We

demonstrate real-world shape and capture, and its application to material

editing and classification, using real data acquired using a mobile phone.

1.2.2 Illumination analysis

We address the problem of illumination analysis by estimating illuminant col-

ors as well as analyzing and editing scene illuminants based on their spectral

differences.

Estimate the illuminant colors. We present a technique to estimate

the illumination colors for the images captured in the mixture of multiple

light sources by leveraging flash photography. Even though this problem

is severely ill-posed, we show that using two images — captured with and

without flash lighting — leads to a closed form solution for spatially-varying

mixed illumination. Our solution is completely automatic and makes no

assumptions about the number or nature of the illuminants. We also propose

an extension of our scheme to handle practical challenges such as shadows,
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specularities, as well as the camera and scene motion.

Separate the illuminant sources. We first leverage a flash/no-flash im-

age pair to analyze and edit scene illuminants based on their spectral differ-

ences. We derive a novel physics-based relationship between color variations

in the observed flash/no-flash intensities and the spectra and surface shad-

ing corresponding to individual scene illuminants. Our technique uses this

constraint to automatically separate an image into constituent images lit by

each illuminant. This separation can be used to support applications like

white balancing, lighting editing, and RGB photometric stereo, where we

demonstrate results that outperform state-of-the-art techniques on a wide

range of images. We further extend the idea by using a single image to

separate the illuminants. We do this by training a deep neural network

to predict the per-pixel reflectance chromaticity of the scene, which we use

in conjunction with a previous flash/no-flash image-based separation algo-

rithm to produce the final two output images. We design our reflectance

chromaticity network and loss functions by incorporating intuitions from the

physics of image formation. We show that this leads to significantly better

performance than other single image techniques and even approaches the

quality of the two image separation method.

While ideas espoused in this dissertation provide important steps towards

both reflectance, shape and illumination in the wild, our methods are still

limited by particular assumptions we made and thus may not be well suited

to especially complex scenes. To address these limitations, we may consider
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improving the current techniques in two ways. First, for the shape and

reflectance estimation, instead of assuming single calibrated light source, we

would like to extend the idea by considering the mixture of multiple light

sources. To this end, we aim for a holistic approach that combines a large-

scale training dataset, and incorporate the physically-motivated networks

to efficiently handle this increased complexity. Second, as an extension for

the lighting separation technique, we would like not only estimate the light

color but also predict the position of the light source by incorporating the

data-driven methods as shown in [59].

1.3 Organization

Chapter 2 studies the shape and SV-BRDF estimation via the photometric

stereo setup. In Chapter 3, we extend the estimation to the mobile devices.

Chapter 4 study the illuminant source separation for the scene under mixture

of illumination via a flash/no-flash image pair. In Chapter 5, we enable such

applicability for a single photograph by incorporating the deep neutral net-

work. Finally, we include the discussions on the limitations of the proposed

techniques and highlight future directions of research in Chapter 6 .

18



Chapter 2

Photometric stereo for

spatially-varying BRDF

Photometric stereo [152] seeks to estimate the shape of an object from im-

ages obtained from a static camera and under varying lighting. While there

has been remarkable progress in photometric stereo, the vast majority of

techniques are devoted to scenes that exhibit simple reflectance properties.

In particular, scenes with Lambertian reflectance have received the bulk

of the attention [76, 149, 152] due to the immense simplification that such

an assumption provides. Unfortunately, real-life scenes often involve non-

Lambertian materials that interact with light in complex ways; this creates

a significant disconnect between theory and practice.

In this chapter, we present a photometric stereo method for recovering

the shape and the reflectance of opaque objects that exhibit spatially-varying
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reflectance. The key challenge here is that the reflectance, characterized

in terms of spatially-varying bidirectional reflectance distribution function

(SV-BRDF), and the shape, characterized in terms of surface normals, are

inherently coupled and need to be estimated jointly. Further, the SV-BRDF

is a 6D function of space and incident/outgoing angles and hence, can be

very high-dimensional. In the absence of additional assumptions, estimating

the SV-BRDF requires a large number of input images for robust estimation.

A common assumption for enabling computationally tractable models for

SV-BRDF is that the BRDF at each pixel is a weighted combination of a few,

unknown reference BRDFs [93]. The SV-BRDF is now represented using the

reference BRDFs and their relative abundances at each pixel. This model

offers a significant reduction in the dimensionality of the unknowns and, as

a consequence, has been used in the context of photometric stereo [9,63]. In

Goldman et al. [63], the parametric isotropic Ward model [150] is used to

characterize the reference BRDFs. Alldrin et al. [9] assume that the refer-

ence BRDFs are approximated by the non-parametric bivariate model [128]

that approximates the 4D BRDF as a 2D signal. In both cases, the problem

of shape and SV-BRDF estimation reduces to alternating minimization over

the surface normals, the reference BRDFs, and abundances of the reference

BRDFs at each pixel. The drawback of these approaches is that the optimiza-

tion is not just computationally expensive but also has a critical dependence

on the ability to find a good initial solution since the underlying problem is

non-convex and riddled with local minima.
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An alternate approach called example-based photometric stereo [71] in-

troduces reference objects — typically, spherical objects — in the scene. This

technique relies on the concept of orientation consistency [71] which suggests

that two surface elements with identical normals and BRDFs will take the

same appearance when placed in the same illumination. Example-based pho-

tometric stereo exploits orientation consistency as follows. Suppose that we

want to estimate the surface normal at a particular pixel on the target. If the

reference sphere has the same BRDF as the target, then we simply compare

the intensity profile observed at each pixel on the sphere to that observed

on the target pixel. The surface normal at the target pixel is recovered by

finding the pixel on the sphere that best matches the intensity profile. In

essence, each pixel on the reference sphere provides a candidate for the true

surface normal. When the target’s BRDF is spatially-varying, two reference

objects — one diffuse and the one specular — can be used to recover the

surface normals of the target by approximating the unknown BRDF at each

pixel as a non-negative linear combination of the reference BRDFs [71]. A

hallmark of example-based photometric stereo is that we do not need to cal-

ibrate the illumination. While example-based photometric stereo produces

precise shape estimates without requiring the knowledge of lighting, there are

multiple drawbacks associated with the method. The accuracy of recovering

the surface normals is affected by the non-uniform sampling of normals of

the spherical objects; specifically, we can expect to observe dense sampling of

candidate normals along the viewing direction and coarse sampling near the
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vanishing directions. Many BRDFs are also poorly approximated as a lin-

ear combination of the two reference BRDFs. Finally, introducing reference

objects is not always desirable in many practical applications.

The technique proposed in this chapter relies on the core principle of

example-based photometric stereo without actually introducing reference ob-

jects into the scene. Given a dictionary whose atoms are BRDFs associated

with a wide range of materials, we can render virtual spheres, one for each

atom in the dictionary, under the knowledge of the scene illumination. This

provides a set of “virtual exemplars” that can be used to obtain a per-pixel

estimate of the shape and reflectance of the scene with arbitrary spatially-

varying BRDF. The assumption that we make is that the unknown BRDF

at each pixel lies in the non-negative span of the dictionary atoms. We show

that the surface normals and the BRDFs can be estimated via a sequence

of tractable linear inverse problems. This obviates the need for complex it-

erative optimization techniques as well as careful initialization required to

avoid convergence to local minima. The interplay of these ideas for both the

normal and SV-BRDF estimation provides not just a tractable solution to

a previous ill-posed problem but also state-of-the-art results on challenging

scenes (see Figure 2.1).

Contributions. We make the following contributions.

Model. We propose the use of a dictionary of BRDFs to regularize the

surface normal and SV-BRDF estimation. The BRDF at each pixel of an
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object is assumed to lie in the non-negative span of the dictionary atoms.

Normal estimation. We show that the surface normal at each pixel can be

efficiently estimated using a coarse-to-fine search and further refined using a

gradient descent-based algorithm.

SV-BRDF estimation. Given the surface normals, we first recover the

BRDF at each pixel independently by solving a linear inverse problem that

enforces sparsity in the occurrence of the reference BRDFs at the pixel. To

further regularize the BRDF estimation and obtain estimates with improved

accuracy, we impose a low rank constraint on the SV-BRDF.

Validation. We showcase the accuracy of the shape and SV-BRDF estima-

tion technique on a wide range of simulated and real scenes and demonstrate

that the proposed technique outperforms state-of-the-art.

2.1 Prior work

In this section, we review some of the key techniques for shape estimation

with respect to different BRDF models.

The diffuse + specular BRDF model. It is well known that the

collection of images of a convex Lambertian object typically lies close to

a low-dimensional subspace [19, 121]. This naturally leads to techniques

[83, 155, 157] that robustly fit a low-dimensional subspace, capturing the

Lambertian component while isolating non-Lambertian components, includ-
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a few input images

object rendered in novel poses

Figure 2.1: We propose a framework for per-pixel estimation of surface nor-
mal and BRDF in the setting of photometric stereo. Shown above are the
estimated shape and rendered images of a visually-complex object. The re-
sults were obtained from 250 images.

ing specularities, as sparse outliers. From the low-dimensional space recon-

structed, they implement Lambertian photometric stereo to get the shape of

objects. However, these techniques have restrictive assumptions on the range

of BRDFs to which they are applicable, and more importantly, miss out on

powerful cues to the shape of the object that are often present in specular

highlights.

Parametric BRDF representations. Parametric models such as the
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Blinn-Phong [22], Ward [150], Oren-Nayar [109], Ashikhmin-Shirley [13],

Lafortune et al. [91], He et al. [70] and Cook-Torrance model [39] are based

on macro-behavior established using specific micro-facet models on the ma-

terials, and have been widely used in computer graphics. In the context of

shape and SV-BRDF estimation, Goldman et al. [63] utilize the isotropic

Ward model [150] to reduce the dimensionality of the inverse problem. Ox-

holm and Nishino [111–113] further extend this idea by introducing a prob-

abilistic formulation to estimate the BRDFs and exploit visual cues from

multiple views under natural lighting conditions to reconstruct the object’s

shape. However, parametric models are inherently limited in their ability to

provide precise approximations to the true BRDFs and further, often lead to

challenging and ill-conditioned inverse problems.

Non-parametric BRDF representations. Non-parametric models are

built upon the raw measured BRDFs [103,107] and can provide faithful ren-

dition to the empirical observations. The BRDFs are tabulated with respect

to four angles, two for the incident direction and two for the outgoing di-

rection. The high-dimensionality of non-parametric BRDF representations

is often a challenge when we need to perform BRDF estimation, even when

the shape is known.

Isotropic BRDFs. Isotropic materials exhibit a form of symmetry,

wherein the reflectance of the material is unchanged when the incident and

outgoing directions are jointly rotated about the surface normal. This en-
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ables the representation of isotropic BRDFs as the function over three as

opposed to four angles. In the context of photometric stereo, Alldrin and

Kriegman [10] observe that, for isotropic materials, the surface normal at

each point can be restricted to lie on a plane. By restricting the light source

with circular motion, Chandraker et al. [36] show that the shape can be

estimated from the iso-contours of depth as well as an initial starting sur-

face normal. When the isotropic BRDF has a single dominant lobe, Shi et

al. [136] resolve the planar ambiguity and show that the surface normals

can be uniquely determined. For the materials with multiple lobes, Shi et

al. [137] address the problem by utilizing biquadratic to characterize the

low-frequency components of isotropic materials, allowing for the normal es-

timation via solving a least square problem from the diffuse components.

Ikehata and Aizawa [82] model the isotropic BRDFs as the sum of bivari-

ate functions and solve for the surface normals via a constrained regression

problem. Higo et al. [72] utilize properties of isotropy, visibility and mono-

tonicity to restrict the solution space of the surface normal at each pixel.

This enables a framework for shape estimation without the need for radio-

metric calibration. Lu et al. [99–101] further extend the idea by exploiting

the relation between surface normals and observed intensity profiles to es-

timate the shape of the object from multiple images without illumination

calibration. Finally, a bivariate approximation for isotropic materials is used

in Romeiro et al. [128, 130] to estimate the BRDF of a known shape from a

single image and without knowledge of the scene illumination.
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Relationship to prior work. There have been other methods similar to

our approach that seek to remove the use of “examples” from example-based

photometric stereo. In Ackermann et al. [3,4], a partial reconstruction of the

scene using multi-view stereo techniques is used as a reference (or example)

to obtain dense normal estimates. In contrast, our technique focuses on the

traditional problem of single-view photometric stereo. The assumption of

the scene’s reflectance function being composed of a few reference BRDFs

is a common assumption used for photometric stereo under SV-BRDFs [9,

37, 63, 93, 161]. However, this leads to a multi-linear optimization in high-

dimensional variables (the reference BRDFs) that is highly dependent on

initial conditions. In contrast, our proposed technique avoids the need to

estimate high-dimensional optimization by evoking knowledge of a dictionary

of BRDFs.

2.2 Problem setup

Setup. We make the following assumptions, most of which are typical

to photometric stereo-based shape estimation. First, the camera is ortho-

graphic and hence, the viewing direction v ∈ R3 is constant across all scene

points. Second, the scene illumination is assumed to be from a distant point

light source. The light sources are assumed to be of constant brightness

(equivalently, that calibration is known) and their direction is known. We

denote lk ∈ R3 to refer to the lighting direction in the k-th image Ik. For
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Figure 2.2: For the 100 materials in the database, we plot the approximation
accuracy in relative RMS error [107] (also see (2.8)) for the proposed, bivari-
ate [128], Cook-Torrance [39], and the isotropic Ward [150] models. For the
proposed model, we use a leave-one-out scheme, wherein for each BRDF the
remaining 99 BRDFs in the database are used to form the dictionary. The
proposed model outperforms competing models both quantitatively (top) as
well as in visual perception (bottom).

a light-stage, this information is typically obtained by a one-off calibration.

Third, the effects of long-range illumination such as cast shadows and inter-

reflections are assumed to be negligible; this is satisfied for objects with a

convex shape. Finally, the radiometric response of the camera is linear.
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BRDF representation. We follow the isotropic BRDF representation

used in [133] in which a three-angle coordinate system based on half angles

is used. Specifically, the BRDF is expressed as a function ρ(θh, θd, φd) with

θh, θd ∈ [0, π/2) and φd ∈ [0, 2π). However, by Helmholtz’s reciprocity, the

BRDF exhibits the following symmetry: ρ(θh, θd, φd) = ρ(θh, θd, φd + π), and

hence, it is sufficient to express φd ∈ [0, π). Following [103], we use a 1◦

sampling of each angle. As a consequence, a BRDF is represented as a point

in a T = 90 × 90 × 180 = 1, 458, 000-dimensional space. When we deal

with color images, we have a BRDF for each color channel and hence, the

dimensionality of the BRDF goes up proportionally.

Consider a scene element with BRDF ρ ∈ RT , surface normal n, illumi-

nated by a point light source from a direction l and viewed from a direction

v. For this configuration of normal, incident light and viewing direction, the

BRDF value is simply a linear functional of the vector ρ:

s>{l,v;n}ρ,

where s{l,v;n} is a vector that encodes the geometry of the configuration. In

essence, the vector samples the appropriate entry from ρ, allowing for the

appropriate interpolation if the required value is off the sampling-grid.

Problem formulation. Our goal is to recover the surface normals and

the SV-BRDF in the context of photometric stereo; i.e., multiple images of

an object {I1, . . . , IQ} obtained from a static camera under varying lighting.
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The intensity value I ip observed at pixel p = (x, y) with lighting li can be

written as

I ip = (s>{li,v;np}ρp) ·max{0,n>p li}, (2.1)

where ρp is the BRDF and np is the surface normal at pixel p, respectively,

and max{0,n>p li} accounts for shading.

Given multiple intensity values at pixel p, one for each lighting direction

{l1, . . . , lQ}, we can write

Ip =


I1
p

...

IQp

 =


max{0,n>p l1} · s>{l1,v;np}

...

max{0,n>p lQ} · s>{lQ,v;np}

 ρp,
= A(np)ρp. (2.2)

Given the intensities, Ip, observed at a pixel p and knowledge of lighting

directions {l1, . . . , lQ}, we seek to estimate the surface normal np and the

BRDF ρp at the pixel. This problem is intractable without additional as-

sumptions that constrain the BRDF to a lower-dimensional space.

Model for BRDF. The key assumption that we make is that the BRDF at

a pixel p lies on the non-negative span of the atoms of a BRDF dictionary.

Specifically, given dictionary D = [ρ1, ρ2, · · · , ρM ], we assume that the BRDF

at pixel p can be written as

ρp = Dcp, cp ≥ 0,
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where cp ∈ RM are the abundances of the dictionary atoms. In essence, we

have constrained the BRDF to lie in an M -dimensional cone.1 This provides

immense reduction in the dimensionality of the unknowns at the expense of

introducing a model misfit error. Indeed the success of this model relies on

having a dictionary that is sufficiently rich to cover a wide range of interesting

materials. Figure 2.2 shows the accuracy of various BRDF models on the

MERL BRDF database [103].

In addition to the dictionary model for the BRDF, we also consider two

additional priors.

• Sparsity. In the context of per-pixel BRDF estimation, we assume that cp

is sparse, suggesting that BRDF at the pixel p is the linear combination of

a few dictionary atoms. The sparsity constraint avoids over-fitting to the

intensity measurements Ip as well as provides a regularization for under-

determined problems.

• Low rank. In the context of estimating the SV-BRDF for all pixels jointly,

we assume that coefficient matrix C = [cp1 , cp2 , . . . cpN
], that denotes the

collection of the abundances for all the N pixels in the scene, is low rank.

The low-rank prior on C implies that BRDFs at all pixels can be expressed

as a linear combination of small number of unique reflectance functions.

This prior is at the heart of many approaches for photometric stereo under

1A more appropriate model for the BRDF is that (Dc) ≥ 0. However, this leads to sig-
nificantly higher-dimensional constraints. We instead use a sufficient condition to achieve
this, c ≥ 0.
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SV-BRDF [9, 63, 93, 161]. The low-rank prior also enables us to efficiently

pool together information from multiple pixels, thereby providing signif-

icant improvements over the per-pixel estimates, without exploiting any

explicit spatial smoothness priors.

Solution outline. We formulate the per-pixel surface normal and BRDF

estimation using the following optimization problem.

{n̂p, ĉp} = arg min
n,c

‖Ip − A(n)Dc‖2
2 + λ‖c‖1

s.t c ≥ 0, ‖n‖2 = 1.

(2.3)

The `1-penalty serves to enforce sparse solutions, with λ ≥ 0 determining

the level of sparsity in the solution. The optimization problem in (2.3) is

non-convex due to unit-norm constraint on the surface normal n as well as

the term A(n)Dc. Our solution methodology consists of two steps:

1. Surface normal estimation. We perform an efficient multi-scale search

together with the gradient descent based refinement scheme which pro-

vides us with a precise estimate of the surface normal at pixel p (see

Section 2.3.3);

2. BRDF estimation. We first solve (2.3) only over c with the normal fixed

to obtain the BRDF at p. We next incorporate a low rank constraint

on the SV-BRDF to further regularize the BRDF estimates (see Section

2.4.2).
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2.3 Surface normal estimation

In this section, we describe an efficient per-pixel surface normal estimation

algorithm.

2.3.1 Virtual exemplar-based normal estimation

The first step of our surface normal estimation can be viewed as an extension

of the method proposed in [71], where two spheres — one diffuse and one

specular — are introduced in a scene along with the target object. Recall

that, the scene is observed under Q different illuminations. Hence, at a

pixel p on the target, we can construct the intensity profile Ip ∈ RQ that

enumerates the Q intensity values observed at p. To obtain the surface

normals at the pixel p, we compare the intensity profile, Ip, to those on the

reference spheres. The reference spheres provide a sampling of the space of

the normals and hence, we can simply treat them as a collection of candidate

normals N . By orientation consistency, the surface normal estimation now

reduces to finding the candidate normal that can best explain the intensity

profile Ip. Given a candidate normal ñ, we have two intensity profiles, ID(ñ)

and IS(ñ), one each for the diffuse and specular sphere, respectively. The

estimate of the surface normal at pixel p is given as

n̂p = arg min
ñ∈N

min
a1,a2≥0

‖Ip − a1ID(ñ)− a2IS(ñ)‖.

33



In [71], this is solved by scanning over all the pixels/candidate normals on

the reference spheres.

Rendering virtual spheres. We rely on the same approach as [71] with

the key difference that we virtually render the reference spheres. The virtual

spheres are rendered as follows. Given the lighting directions {l1, . . . , lQ} and

the BRDF dictionary D = [ρ1, . . . , ρM ], for each candidate normal ñ ∈ N ,

we render a matrix B(ñ) = [bij(ñ)] ∈ RQ×M such that bij(ñ) is the intensity

observed at a surface with normal ñ and BRDF ρj, under lighting li.

bij(ñ) = max{0, ñ>li} · s>{li,v;ñ}ρ
j,

We render one such matrix B(·) for each candidate normal in N . Given these

virtually rendered spheres, we can solve (2.3) by searching over all candidate

normals.

Brute-force search. For computationally efficiency, we drop the sparsity-

promoting term in (2.3). We empirically observed that this makes little

difference in the estimated surface normals. Now, given the intensity profile

Ip at pixel p and noting that B(ñ) = A(ñ)D, solving (2.3) reduces to:

n̂p = arg min
ñ∈N

min
c≥0

‖Ip −B(ñ)c‖2
2. (2.4)

The unit-norm constraint on the surface normals is absorbed into the candi-

date normals being unit-norm. The optimization problem in (2.4) requires
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solving a set of non-negative least squares (NNLS) sub-problems, one for each

element of N . For the results in the chapter, we used the lsnonneg function

in MATLAB to solve the NNLS sub-problems.

The accuracy and the computational cost in solving (2.4) depends solely

on the cardinality of the candidate set N , |N |. We obtain N by uniform or

equi-angular sampling on the sphere [67]. Note that the smaller the angular

spacing of N , the larger is its cardinality. For example, a 5◦ equi-angular

sampling over the hemisphere requires approximately 250 candidates, while

a 0.5◦ requires 20, 000 candidates. Given that the time-complexity of the

brute-force search is linear in |N |, the computational costs for obtaining very

precise normal estimates can be overwhelming (see Table 2.1). To alleviate

this, we outline a coarse-to-fine search strategy that is remarkably faster than

the brute-force approach with little loss in accuracy.

2.3.2 Coarse-to-fine search

Figure 2.3 shows the value of

E(ñ) = min
c≥0
‖Ip −B(ñ)c‖

as a function of the candidate normal ñ for a few examples. We observe

that there is a gradual increase in error value as we moved away from the

global minima of E(·). We exploit this to design a coarse-to-fine search

strategy where we first evaluate the candidate normals at a coarse sampling
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and subsequently search in the vicinity of this solution at a finer sampling.

Specifically, let Nθ be the set of equi-angular sampling on the unit-sphere

where the angular spacing is θ degrees. Given a candidate normal ñ, we

define

Cθ(ñ) = {n | 〈n, ñ〉 ≥ cos θ, ‖n‖2 = 1}

as the set of unit-norm vectors within θ-degrees from ñ,

In the first iteration, we initialize the candidate normal set N (1) = Nθ1 .

Now, at the j-th iteration, we solve (2.4) over a candidate set N (j). Suppose

that n̂(j) is the candidate normal where the minimum occurs at the j-th

iteration. The candidate set for the (j + 1)-th iteration is constructed as

j ≥ 1, N (j+1) = Cθj(n̂
(j)) ∩Nθj+1

,

with θj+1 < θj. That is, the candidate set is simply the set of all candidates

at a finer angular sampling that are no greater than the current angular sam-

pling from the current estimate. This is repeated till we reach the finest res-

olution at which we have candidate normals. For the results in this chapter,

we use the following values: θ1 = 10◦, θ2 = 5◦, θ3 = 3◦, θ4 = 1◦, and θ5 = 0.5◦.

For efficient implementation, we pre-render B(ñ) for ñ ∈ Nθ1 ∪ · · · ∪ Nθ5 .

The computational gains obtained via this coarse-to-fine search strategy

are immense. Table 2.1 shows the run-time and precision of both brute force

and coarse-to-fine normal estimation strategy for different levels of angular

sampling in the generation of the candidate normal set. As expected the
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Figure 2.3: We can observe that the global minima is compact and the error
increases largely monotonically in its vicinity. This motivates our coarse-to-
fine search strategy.

θ1 θ2 θ3 θ4 θ5

Brute 

force

time 0.18s 0.77s 4.25s 27.3s 74.1s

ang. error 7.07° 3.99° 1.56° 0.60° 0.42°

max samples 76 327 1828 11829 31830

Coarse to

fine

time 0.18s 0.19s 0.23s 0.34s 0.41s

ang. error 7.07° 4.99° 2.56° 1.23° 0.82°

max samples 76 81 89 105 112

Table 2.1: Comparison of brute-force and coarse-to-fine normal estimation
for different angular samplings of the candidate normals: θ1 = 10◦, θ2 =
5◦, θ3 = 3◦, θ4 = 1◦, and θ5 = 0.5◦. For each method, we report the time
taken, the angular error, and the maximum number of candidates evaluated.
Shown are averages over 100 random trials.

run-time of the brute force algorithm is linear in the number of candidates.

In contrast, the coarse-to-fine strategy requires a tiny fraction of this time

while nearly achieving the same precision as the brute force strategy.

A drawback of both the brute-force as well as the coarse-to-fine ap-

proaches is that the estimated normals are restricted by the candidate normal
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set and hence, the accuracy of the estimates, on an average, cannot be better

than the half the angular spacing of the candidate set at the finest level. To

address this, we propose a local descent-based scheme that circumvents the

limitations of using just candidate normals.

2.3.3 Gradient descent-based normal estimation

Our gradient descent-based scheme to estimate the surface normals relies on

two observations: first, we can use the estimate obtained from the coarse-

to-fine strategy as an accurate initial guess; and second, we can linearize the

cost function in (2.4) in the vicinity of our initial guess and devise a gradient

descent algorithm.

Specifically, let f(np, cp) be the value of the data term in (2.4), i.e.

f(np, cp) = ‖Ip −B(np)cp‖2
2.

Now, at n̂p, ĉp obtained by using coarse-to-fine search, we can linearize

f(np, cp) as

f(n̂p +4np, ĉp +4cp) = ‖Ip −B(n̂p +4np)(ĉp +4cp)‖2
2.
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Given B(n̂p) is locally smooth2, it can be linearized at n̂p as

B(n̂p +4np) = B(n̂p) +∇nB(n̂p)4np.

To account for the unit norm constraint on n̂p+4np, we utilize the elevation

angle, which is denoted as θ, and the azimuth angle, which is denoted as φ, to

represent surface normals. That is, we restrict the update of surface normals

into a two dimensional space by absorbing the unit norm constraint. In

particular, we can write B(n̂p +4np) as

B(n̂p +4np) = B(n̂p) +∇φB(n̂p)4φp +∇θB(n̂p)4θp,

where 4φp and 4θp denote local gradients for the elevation and azimuth

angles of n̂p, respectively. In essence, we have now reformulated the problem

in (2.4) into a form involving the local gradients in surface normals and

abundances. This enables us to refine the normal estimates without any

restrictions imposed by the sampling of the candidate set.

Now, an estimate of local gradients at a pixel p can be obtained by solving

{4θ̂p,4φ̂p,4ĉp} = arg min
4θ,4φ,4c

‖Ip − (B(n̂p) +∇φB(n̂p)4φ+∇θB(n̂p)4θ)(ĉp +4c)‖2
2

s.t ĉp +4c ≥ 0.

(2.5)

2Although B(n) involves the shading term, the smoothness property holds in most
scenarios due to the dense angular sampling of the candidate normals.
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We drop the second-order terms4θ4c and4φ4c in (2.5), which contributes

little energy to the cost function, and we can solve the resulting convex opti-

mization problem in (2.5) over 4θ, 4φ and 4c using alternating minimiza-

tion.

Estimating ∇φB(n̂p) and ∇θB(n̂p). Let N (J) be the candidate normals

set at the finest sampling level J . To estimate the gradients at the current

estimate n̂p, we construct a set S ⊂ N (J) of all normals in N (J) that lie in a

small neighborhood (smaller than 2 degrees in angular difference) of n̂p. For

each normal ñ ∈ S we can write

B(ñ)−B(n̂p) = (φ̃− φ̂p)∇φB(n̂p) + (θ̃ − θ̂p)∇θB(n̂p),

where (θ̃, φ̃) is the Euler angle representation of ñ. We can set up an over-

determined set of equations by stacking together the constraints arising from

normals in the set S to estimate the gradients, ∇φB(n̂p) and ∇θB(n̂p). We

recover the gradients by taking the pseudo-inverse of this overdetermined

linear system.

Given the estimated ∇φB(n̂p) and ∇θB(n̂p), we perform the following

steps until convergence.

Updating 4φ̂p and 4θ̂p. Both 4φ̂ and 4θ̂ are estimated by solving a

least square problem.

Update 4ĉp. Due to the non-negative constraint on ĉp + 4c, we first

40



solve the least square problem over 4c and then project the solution to the

space specified by the constraint.

The estimate of surface normals can be obtained by

θ̂p ← θ̂p +4θ̂p,

φ̂p ← φ̂p +4φ̂p,

n̂p ← [cos(φ̂p) sin(θ̂p), sin(φ̂p) sin(θ̂p), cos(θ̂p)]>.

Observations. The gradient descent procedure described above can be

solved efficiently. For a single surface normal, optimization to converge takes

between 0.8 and 0.9 seconds in MATLAB on a desktop with Intel Xeon 3.6G

CPU. In Table 2.2, we tabulate the improvements provided by the gradient

descent procedure when initialized with the solutions of the brute force as

well as the coarse-to-fine strategies. We observe that both algorithms benefit

immensely from utilizing the gradient descent search. Further, the average

error can be made smaller than the sampling resolution of candidate normals

on the unit sphere. However, the average angular error often does not reduce

to zero due to measurement noise as well as model misfit.

41



θ1 θ2 θ3 θ4 θ5

Brute 

force

time 0.90s 0.88s 0.86s 0.83s 0.82s

ang. error 4.10° 2.43° 0.97° 0.43° 0.21°

Coarse to

fine

time 0.90s 0.88s 0.86s 0.83s 0.82s

ang. error 4.10° 2.86° 1.57° 0.75° 0.38°

Table 2.2: Gradient descent local search starting from both the brute-force
and coarse-to-fine normal estimation for different angular samplings in the
candidate normals: θ1 = 10◦, θ2 = 5◦, θ3 = 3◦, θ4 = 1◦, and θ5 = 0.5◦. Shown
are aggregate statistics over 100 randomly generated trials.

2.4 Reflectance estimation

2.4.1 Per-pixel BRDF estimate

Given the surface normal estimate n̂p, we obtain an estimate of the BRDF

at each pixel, individually, by solving

ĉp = arg min
c≥0

‖Ip −B(n̂p)c‖2
2 + λ‖c‖1. (2.6)

The use of the `1-regularizer promotes sparse solutions and primarily helps in

avoiding over-fitting to the observed intensities. The optimization problem

in (2.6) is convex and we used CVX [65], a general purpose convex solver, to

obtain solutions. The estimate of the BRDF at pixel p is given as ρ̂p = Dĉp.

The value of λ was manually tuned for best performance on synthetic data.

For color-imagery, we solve for the coefficients associated with each color

channel separately.
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The advantage of the per-pixel BRDF estimation framework is the abil-

ity to handle arbitrarily complex spatial variations in the BRDF. However,

a drawback of per-pixel BRDF estimation is the relative lack of information

available at a pixel. When we know a priori that multiple pixels share the

same BRDF, then we can solve (2.6) simply by concatenating their corre-

sponding intensity profiles and their respective B(·) matrices. As is to be ex-

pected, pooling intensities observed at multiple pixels significantly improves

the quality of the estimates. Yet, while spatial averaging or spatial smooth-

ness priors improve the quality of the estimate, inherently they require the

object to exhibit smooth spatial-variations in its BRDF. To address this, we

pool together information across multiple pixels by utilizing the low rank

prior.

2.4.2 Incorporating low rank priors

Given the matrix C = [cp1 , cp2 , . . . , cpN
] for the estimated abundances for

all N pixels in the scene, we constrain C to be low rank. The low rank

prior, inspired by prior work [9, 63, 93, 146], suggests that the SV-BRDF

of the scene under consideration can be generated from a small number of

unique reference reflectance functions such that linear combinations of these

reference BRDFs produces the BRDF at any pixel. The low rank prior also

allows us to restrict the solution space for all the pixels globally without

enforcing any spatial smoothness or clustering of pixels.
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Solution outline. We can now formulate a global optimization problem

that incorporates the low rank prior as follows: The estimate of the abun-

dances of the BRDF at pixel p is given as

Ĉ = arg min
C

β‖C‖∗ +
∑
p

‖Ip −B(n̂p)cp‖2
2 + λ‖cp‖1.

s.t. C = [cp1 , . . . , cpN
], ∀p, cp ≥ 0. (2.7)

where ‖C‖∗, the nuclear norm of the matrix C, promotes low-rank solutions

[29, 51, 123]. Note that we do not control the rank of the solution directly,

but instead do so by using the penalty parameter β. This is achieved as

follows: for large values of β, the nuclear norm penalty is strongly enforced

and hence, we can expect the solution to be of low-rank. Similarly, small

values of β lead to solutions with larger rank. We exploit this observation as

a precept in sequentially selecting β till we find a solution of desired rank.

The objective in (2.7) consists of a smooth data fidelity term and two non-

differentiable regularization terms, the `1-term that promotes sparse solutions

and the nuclear norm that promotes low-rank solutions. We solve this by

using prox-linear or forward-backward operator splitting [116]. This results

in the following algorithm.

Given the estimate in the (k)-th iteration, Ĉ(k) = [ĉ
(k)
p1 , . . . , ĉ

(k)
pN ], we per-

form three operations to obtain the estimate at the (k + 1)-th iteration.

• Gradient descent. We perform the “forward operation” which comprises
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of a gradient descent on the smooth data fidelity term. Given the separable

nature of the data fidelity term, we can apply this on each pixel separately.

â(k+1)
p = ĉ(k)

p + 2tB(n̂p)>(Ip −B(n̂p)ĉ(k)
p ),

where t denotes the update step in gradient descent.

• Soft thresholding. We next perform the first “backward operation” cor-

responding to the `1-norm and the non-negativity constraint. The associ-

ated proximal operator results in soft thresholding at each pixel, followed

by a thresholding at zero to enforce non-negativity

b̂(k+1)
p = max

(
Sλt
(
â(k+1)
p

)
,0
)
,

where Sτ (·) denotes the soft-thresholding operator defined as Sτ (x) =

sgn(x) max(|x| − τ, 0), and | · | is the absolute value.

• Singular value thresholding. Finally, we perform the second “back-

ward operation” corresponding to the nuclear norm. The associated prox-

imal operator results in a singular value thresholding step. Let B̂
(k+1)

=

[b̂
(k+1)
p1 , . . . , b̂

(k+1)
pN ]. Now, we can obtain Ĉ(k+1) as

Ĉ(k+1) = U [Sβ(σ)]V >,

where B̂
(k+1)

= Udiag(σ)V >.
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We perform the update for the matrix C until the convergence can be reached.

In the next section, we carefully characterize the performance of our propo-

sition using synthetic and real examples.

2.5 Results

We characterize the performance of our technique using both synthetic and

real datasets.

2.5.1 Synthetic experiments

We use the BRDFs in the MERL database [103] in a leave-one-out scheme

for testing the accuracy of our proposed algorithms. Specifically, when we

simulate a test object using a particular material, the dictionary is comprised

of BRDFs of the remaining M = 99 materials from the database. We used

the configuration in the light-stage described in [47] for our collection of

lighting directions.

Performance of normal estimation

We characterize the performance of normals estimation by testing on the

synthetic data with varying number of lighting directions, varying BRDFs as

well as varying dictionary size and type.

Varying number of input images. Figure 2.4 characterizes the errors in

surface normal for varying number of input images or equivalently, lighting
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Figure 2.4: We estimate the angular errors for the coarse-to-fine (in dot
green) and the gradient descent method (solid green line). We also estimate
the relative BRDF errors for both per-pixel (in dot red) and rank-1 prior
(solid red line) under perfect knowledge of the surface normals. Finally,
we test the entire estimation pipeline by measuring the accuracy of BRDFs
using the surface normals from the gradient descent scheme (orange solid
line). The plots were obtained by averaging across all 100 BRDFs in the
MERL database and 20, 000 randomly-generated normals per material.

directions. We report the average angular error for both the coarse-to-fine

search strategy and gradient descent method. In each case, the average an-

gular error is computed by randomly generating 20, 000 normals per material

and varying across all 100 material BRDFs in the database. This experiment

is similar in setup to the one reported in [136] which, to our knowledge, is one

of the most accurate techniques for photometric stereo on isotropic BRDFs.
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coarse−to−fine angular error
gradient descent angular error
Shi et al. PAMI14
Ikehata et al. CVPR14

Figure 2.5: We fix the number of input images/lighting directions to 253.
For each material BRDF, we compute average error over 1, 000 randomly-
generated surface normals for both the coarse-to-fine search strategy (in red)
and the gradient descent method (in green). The gradient descent scheme
outperforms both competing methods [82,137] in 88 out of 100 materials.

In [136], for 200 images, the angular error in estimating only the elevation

angle when the azimuth is known is reported as 0.88◦; in contrast, our pro-

posed technique, without any prior knowledge of the azimuth, has an angular

error of 0.82◦ for the coarse-to-fine search and 0.58◦ for the gradient descent

refinement.

Varying BRDF. Figure 2.5 compares the performance of the proposed tech-

nique to that of state-of-the art non-Lambertian photometric stereo algo-

rithms [82, 137]. We fixed the number of images at Q = 253. Shown are

aggregate statistics computed over 1, 000 randomly-generated surface nor-

mals. For the coarse-to-fine technique, the worst-case error is less than 2◦

and, further, the error tapers down to 0.5◦ — which is the finest sampling of

the candidate normals. Incorporating the gradient descent method provides
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substantial improvements and the angular error, in the best-case scenario, is

reduced to 0.1◦, which is much smaller than the finest sampling on the can-

didate normals. This demonstrates the value of the gradient descent method

over only coarse-to-fine search strategy. We also note that the proposed tech-

nique algorithm outperforms the both state-of-the-art techniques [82,137] for

most of materials we compare against; in total, the proposed technique has

worse performance in 12 out of 100 materials. In addition to these sim-

ulations, in the supplemental material, we report the performance of the

proposed normal estimation techniques as well as competing algorithms for

multiple non-Lambertian BRDFs.

Varying dictionary size and type. Figure 2.6 evaluates the performance

of both coarse-to-fine and gradient descent approaches as the number of dic-

tionary atoms is varied. We use the same setting as Figure 2.5 but randomly

pick 10, 30, 50, 70 and 90 atoms from the remaining 99 materials in MERL

database. Shown are aggregate statistics computed over 5 trials. We observe

that the angular errors of the gradient descent approach are less than 3◦ for

most materials even for a small, randomly-selected dictionary.

Next, we evaluate the performance of our technique with specialized dic-

tionaries that are comprised of BRDFs from similar materials. We construct

three kinds dictionaries: (i) one each for paints, fabrics, plastics, phenolics,

and metals; (ii) one dictionary whose atoms are randomly selected; and (iii)

a leave-one-out dictionary made of all BRDFs except the one being tested.

For evaluation, we isolate 10 materials — two each for the five categories in
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Figure 2.6: We fix the number of input images/lighting directions to 253.
For different dictionary size, we compute average error over 1, 000 randomly-
generated surface normals for both coarse-to-fine search (in red) and the
gradient descent (in green) methods.

type (i) above — with no intersection between the training and test materi-

als. Adopt the same setup from Figure 2.5 in terms of lighting directions and

the number of input images, we evaluate the performance of the proposed

technique on these 7 dictionaries in Figure 2.7. As is to be expected, a mis-

match between the dictionary type and the test material produces unstable

estimates. This trend is most distinct for metallic objects which have high-

frequency components in their BRDFs. We also observe that the dictionaries

with a mixture of materials returns the most stable performance. Finally,

as expected, the leave-one-out dictionary with 99 atoms outperforms other

dictionaries. This demonstrates the advantage of the proposed technique by

using reference materials from a wide range.
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Performance of BRDF estimation

We characterize the performance of BRDF estimation by testing on the ob-

jects with spatial invariant as well as the spatially varying BRDFs.

Given a test BRDF, we generated 100 surface normals with random orien-

tations and rendered their appearance for 253 lighting directions. Assuming

the knowledge of the true surface normals, we estimate the BRDF using the

optimization in Section ??, comparing the estimates produced by the per-

pixel as well as low-rank constrained methods. We use the relative BRDF

error [107] to quantify the accuracy of the estimate. Given true BRDF ρ and

estimated value ρ̂, the relative BRDF error is given as

√∑
i

wi((ρ̂(i)− ρ(i)) ·max(0, cos(θi)))2/
∑
i

wi, (2.8)

with wi set equal to 1 for convenience.

Spatially-invariant BRDF. Figure 2.4 characterizes the average relative

BRDF error for varying number of lighting directions, which is computed by

averaging all 100 material BRDFs in MERL database based on the 20, 000

random generated normals. Additional results on objects with spatially-

invariant BRDF can be found in the supplemental material.

Spatially-varying BRDF. Though our model qualitatively and quanti-

tatively performs well on the homogeneous objects, objects with spatially-

varying BRDF present a more challenging scenario. To illustrate this, we
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Figure 2.7: We fix the number of input images/lighting directions to 253.
The numbers in the legend indicates the size of the corresponding dictionary.
We observe that a mismatch in material type always leads to poor normal
estimates. Shown are average errors over 1, 000 randomly-generated surface
normals.

simulate an object whose SV-BRDF is constantly varying. An example is

shown in Figure 2.8. We select three materials from the MERL database [103]

and vary their relative abundances smoothly as shown in Figure 2.8. Now,

the BRDF at each pixel in the rendered objects can be represented as a linear

combination of the selected materials. In Figure 2.8, we showcase the per-

formance of the low-rank BRDF estimation technique by rendering results

obtained at different rank of the solution. We obtain solutions with varying

ranks by tuning the value of β; for each value of the rank K, we show the cor-
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Figure 2.8: We show a spherical object whose per-pixel BRDF is a linear
combination of the three materials shown. The color coded sphere shows
the relative abundances of the three materials in each color channel. We
show rendered images using the ground truth, the per-pixel estimate as well
as the low-rank estimate for different values of rank, K. For each value of
the solution rank K, we include the corresponding value of β used in the
optimization at the top of the plot. Finally, we present the relative BRDF
error as a function of the rank.

responding value of β at the top of the plot in Figure 2.8. The performance

demonstrated in terms of both the qualitative results and quantitative mea-

surements suggests robustness by incorporating low-rank prior. Note that

the value of K used for the optimization may not be consistent with the

number of the underlying materials. That is, the BRDF at each pixel, which

is the linear combination of selected BRDFs, may not be uniquely described

by the BRDF dictionary due to linear correlation between the atoms. This

naturally introduces a larger value of K for the convergence of the relative

BRDF errors.
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Joint scheme [137] + [161] Gradient descent + low-rank prior

(a) Ground (b) Estimated (c) Relighting (d) Estimated (e) Relighting
truth normals results normals results

Figure 2.9: We compare on synthetic synthetic data for the proposed tech-
nique with the joint scheme of surface normals estimating using [137] and
BRDF estimation using [161]. Insets on the top-left are the angular errors
and euclidean intensity differences for the relighting, shown for both the joint
scheme and the proposed approach. The proposed technique outperforms the
competing methods in both normal estimation and novel image synthesis.

End-to-end performance characterization

To evaluate the end-to-end performance of both surface normal and BRDF

estimation, we first characterize BRDF recovery using the estimated nor-

mals under varying number of light directions. Figure 2.4 characterizes the

average relative BRDF errors for different number of light sources for the

materials in the MERL database [103]. As seen here, the relative BRDF

errors when using normal estimates of the gradient descent technique are

in close proximity to errors when using the ground-truth surface normals.

We also compare the relighting results for the proposed technique with the

joint scheme with estimated surface normals from [137] and per-pixel BRDF
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fitting model from [161]. Specifically, given the surface normals estimated

from [137], we perform BRDF fitting scheme as shown in [161]. We generate

the test materials BRDFs by mixing materials from the MERL database and

use 253 input images for the estimation. Given the estimated normals and

BRDFs, we rendered the objects using the Grace Cathedral environment as

the scene illumination. Figure 2.9 showcases the performance for the pro-

posed technique and the combination of [137] and [161]. An evaluation of

reconstruction error is shown in the top-left in the relighting results. We ob-

serve that the proposed technique outperforms the combination scheme for

surface normal [137] and BRDF fitting [161] in terms of both visually results

and quantitative measurements. While the methods [137] can produce good

estimates for the surface normals and [161] can effectively address the BRDF

fitting given the surface normals, they still need to solve the ill-posed problem

by using priors to model the BRDFs or surface normals, making the frame-

work fragile to the noisy estimates. In contrast, we solved for a sequence of

well-defined problems, allowing for robust estimates for both surface normals

and material BRDFs even noisy estimates present.

2.5.2 Real data

Real images present a layer of difficulty well beyond simulations and intro-

duce inter-reflections, sub-surface scattering, cast shadows, and imprecise

light source localization. We test the performance of our shape and BRDF

recovery algorithm on a wide range of datasets. Specifically, we use datasets
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methods metric ball cat pot1 bear pot2 buddha goblet reading cow harvest

WG10 [13]
mean 2.03° 6.72° 7.18° 6.50° 13.12° 10.91° 15.70° 15.39° 25.89° 30.00°

median 2.11° 5.70° 5.64° 4.88° 8.92° 8.51° 12.34° 9.70° 26.81° 24.08°

IW12 [14]
mean 2.54° 7.21° 7.74° 7.32° 14.09° 11.11° 16.25° 16.16° 25.70° 16.11°

median 2.29° 6.02° 6.09° 5.88° 10.58° 8.73° 13.27° 9.37° 26.50° 29.26°

GC10 [5]
mean 3.21° 8.22° 8.53° 6.62° 7.90° 14.85° 14.22° 19.07° 9. 55° 27.84

median 1.17° 4.67° 4.01° 3.61° 3.37° 7.57° 8.01° 14.07° 5.79° 20.22°

AZ08 [6]
mean 2.71° 6.53° 7.23° 5.96° 11.03° 12.54° 13.93° 14.17° 21.48° 30.51°

median 2.47° 4.32° 4.70° 3.97° 8.40° 7.62° 9.64° 7.23° 21.52° 18.34°

HM10 [32]
mean 3.55° 8.40° 10.85° 11.48° 16.37° 13.05° 14.89° 16.82° 14.95° 21.79°

median 2.86° 6.07° 7.35° 9.81° 13.07° 9.14° 10.10° 11.34° 12.70° 14.88°

ST12 [29]
mean 13.58° 12.33° 10.37° 19.44° 9.84° 18.37° 17.80° 17.17° 7.62° 19.30°

median 12.32° 9.57° 7.52° 19.07° 6.67° 15.48° 14.04° 12.74° 3.91° 13.58°

ST14 [30]
mean 1.74° 6.12° 6.51° 6.12° 8.78° 10.60° 10.09° 13.63° 13.93° 25.44°

median 1.57° 4.04° 4.05° 4.38° 6.50° 6.89° 7.27° 7.59° 12.17° 17.12°

IA14 [31]
mean 3.34° 6.74° 6.64° 7.11° 8.77° 10.47° 9.71° 14.19° 13.05° 25.95°

median 3.33° 4.86° 4.24° 5.57° 6.57° 6.71° 6.59° 8.21° 10.59° 17.40°

Gradient 
descent

mean 1.33° 4.88° 5.16° 5.58° 6.41° 8.48° 7.57° 12.08° 8.23° 15.81°

median 0.91° 3.04° 2.55° 4.45° 3.18° 5.36° 5.10° 5.35° 4.58° 7.74°

Figure 2.10: Shown are the mean and median of the angular errors measured
in degrees for both the gradient descent method and the state-of-the-art tech-
niques. For each object, the best performing algorithm for both mean and
median angular error is marked in red. The proposed technique outperforms
the benchmarked techniques in a majority of scenes. The numbers for the
benchmarked algorithms are reported from [138].

from three sources — the benchmark dataset of [138], the light-stage data

from [47], and the gourd from [9].

Comparisons on benchmark dataset. Figure 2.10 showcases the perfor-

mance of non-Lambertian photometric stereo techniques on the benchmark

dataset [138]. Each object in the database was captured with the ground

truth surface normals, allowing for quantitative evaluations. For each object,

we tabulate the mean and median of the angular errors for the estimated sur-

face normals. The results for the benchmarked algorithms were done using

code-base provided as part of the dataset.3 For eight out of the ten objects,

the gradient descent scheme outperforms all the methods provided as part of

3See https://sites.google.com/site/photometricstereodata/
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the benchmark in both mean and median angular error.

Normal estimation. Figure 2.11 showcases shape estimation of both the

coarse-to-fine search and gradient descent method, respectively, on a variety

of real datasets from the USC database [47]. We use Poisson reconstruction

to obtain 3D surfaces from the estimated normal maps. The results were

obtained from 250 input images. From the performance of the surface, the

gradient descent method provides more fine scale structures as indicated in

the red rectangle (the bolt on the shoulder-plate, the bolt on the helmet, the

badge), as well as remove the artifacts shown in the helmet.

BRDF estimation. Next, we showcase the performance of BRDF estima-

tion on the knight scene using the surface normals estimated using the gradi-

ent descent technique. The object in the scene exhibits many unique materi-

als (the helmet, the breast-plate, the chain, the red scabbard, to name a few)

as well as significant modeling deviations (inter-reflections, cast-shadows).

Figure 2.12 shows rendered photographs under natural lighting based on the

USC light probes [41] for both the per-pixel and low-rank prior approaches.

While the per-pixel estimates show the robustness to handle objects with

complex spatial variations, it produces noisy rendering results due to insuffi-

cient observations. Incorporating the low-rank prior returns a more faithful

rendition of the scene, indicating the advantages gained by pooling the in-

formation across multiple pixels.

Evaluations. Figure 2.13 showcases the performance of our algorithm on
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two real datasets (gourd1 and helmet). The results for the helmet were

obtained from 250 input images, and the results of gourd1 were obtained

from 100 input images. The recovered shape and BRDF (as visualized via

rendered images) seem to be in agreement with the results in [9]; however,

our algorithm is significantly simpler and employs a per-pixel algorithm that

be easily parallelized. The proposed estimation framework showcases its ro-

bustness to handle objects with complex spatial varying materials and render

faithful renditions under both simple and complex lighting environment. We

refer the reader to the supplemental videos highlighting the relighting results.
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Input images

Coarse-to-fine Gradient descent

Figure 2.11: Shown are the sample images for scene from the USC light-stage
database [47] and 3D surfaces obtained by using Poisson reconstruction on
the estimated normal maps. We also highlight differences between the coarse-
to-fine and gradient descent approaches using red boxes. We observe that
the gradient descent technique is able to preserve subtle details.
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Per-pixel Low-rank prior Per-pixel Low-rank prior Per-pixel Low-rank prior 

Figure 2.12: (From left to right) Shown are the rendering results under Euca-
lyptus Grove, Grace Cathedral and St. Peter’s Basilica environment [41] for
both the per-pixel and low-rank prior approaches. We also show the close-up
appearance for the relighting results to highlight the improvements by incor-
porating the low-rank prior. Note how the shadings on the shoulder blades
and thigh plates are correctly rendered by the low-rank prior.

Normal Map Recovered surface

Relighted Ground truth Rendering in natural lighting Rendering in natural lighting

Normal Map Recovered surface

Relighted Ground truth

Figure 2.13: For both datasets, we show the estimated normal map in false
color (top-left) and 3D surface (top-right) recovered from it. We also show
the relighting results (bottom-left), ground truth under the same lighting di-
rection (bottom-middle), and relighting under natural environment (bottom-
right).
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Chapter 3

Shape and reflectance

estimation using a mobile

device

Reflectance properties play an important role in the appearance of objects

in a scene. For an opaque object, these properties are represented by the 4-

D bidirectional reflectance distribution function (BRDF), which completely

characterizes how a material interacts with incident light. Measuring the

BRDF of a material often requires dense sampling of the 4-D space using

precisely calibrated, and often prohibitively expensive, acquisition setups [40,

93,102,103].

More recently, researchers have looked at the problem of reflectance cap-

ture “in the wild”, under relatively unconstrained conditions, and using com-
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modity hardware. Because of the ill-posed nature of this problem, these

methods rely on extra information like the presence of reference materials in

the scene [125] or restrict themselves to BRDFs with stochastic, texture-like

spatial variations [7].

The goal of our work is to enable the acquisition of the shape and spatially-

varying BRDF (SV-BRDFs) of a wide range of real-world materials with

using a practical, easy-to-deploy setup. To this end, we would like to use a

mobile device — with a camera and a controllable flash — to take reflectance

measurements. However, the position of the flash on these devices is fixed

relative to the camera, and they are often nearly collocated. As a result,

capturing images using this setup gives us only a sparse sampling of the

BRDF. Even for the restricted set of isotropic materials (which are described

by a 3-D BRDF), these measurements constitute only the 1-D slice of the

3-D BRDF that contains the specular lobe. We refer to this as a univariate

sampling of the BRDF. The main contribution of our work is to show that

such a univariate sampling of a material’s appearance is, in fact, sufficient to

recover per-pixel surface normals and BRDF estimates.

Real-world BRDFs can be well approximated as a linear combination

of a small set of basis BRDFs [64, 103]. Based on this property, we show

that while the sparse univariate samples are not sufficient by themselves,

combining them with a dictionary-based prior [78] can lead to high-quality

reflectance estimates. Further, we show that the parameters of many classical

analytical BRDF models can be estimated purely from univariate sampling.
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This is because a collocated setup samples the specular lobe of the BRDF,

which plays a major role in material appearance. Thus, when constrained to

take a few sparse samples of the BRDF, instead of spreading these samples

across the 4-D (or a 3-D isotropic or a 2-D bivariate) space, concentrating

these samples in this 1-D slice is a better way to identify the BRDF.

We use the camera and flash unit on an iPhone 6S device to scan numer-

ous near-planar (wrt depth) targets and subsequently estimate their shape

and reflectance. For each target, we capture multiple images by moving the

phone. For ease of calibration of the camera/light-source orientation, we

place small checkerboard patterns on the near-vicinity of the target; the ac-

quired images are aligned via a homography estimated using these checker-

board patterns. Using the aligned images, we estimate per-pixel surface

normals and SV-BRDFs using a novel, robust method based on our uni-

variate sampling strategy. We demonstrate this robustness on a wide range

of scenes with complex SV-BRDFs and further, showcase the use of the

proposed BRDF acquisition technique for reflectance rendering as well as

material clustering.

Contributions. Our specific contributions are as follows:

BRDF identifiability analysis. We provide a comprehensive theoretical

and empirical analysis of the identifiability of BRDFs given sparse samples

from a collocated setup.

Practical shape and SV-BRDF estimation. We propose a robust op-
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timization scheme to recover per-pixel normals and BRDFs of near-planar

real-world materials from images captured with a collocated setup.

Limitations. Our method is limited to near-planar samples with little

depth variation. This is because we rely on a planar geometric proxy to align

the multiple captured images. We assume that the images are radiometri-

cally calibrated. The light intensity across the material sample should be

uniform and significantly greater than the ambient light levels. Our method

requires alignment for the input sequence. Imprecise alignment may lead to

the blurry of the results. Finally, our analysis will fail for complex BRDFs

like anisotropic materials and in the modeling of the Fresnel effect at grazing

incidence angles.

3.1 Prior work

Direct BRDF measurement. The BRDF is a function of four angles, two

each for incident and outgoing directions, and classical BRDF measurement

approaches [43, 102, 103] sample this 4D space by capturing images under

varying lighting and viewing directions. Densely sampled measured BRDFs

can provide faithful renditions of material appearance, but require specialized

acquisition setups to capture large numbers of images.

Photometric stereo methods. Photometric stereo methods aim to re-

cover shape from images captured with a fixed camera and varying lighting.
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While originally proposed for materials with known reflectance [140, 153],

they have been extended to jointly infer shape and reflectance properties.

This is done by using low-dimensional parametric reflectance models such as

the isotropic Ward model [64], or directional statistics BRDF model [111,

112, 114]. Alternatively, the form of the reflectance function is constrained,

typically by assuming that the BRDF is isotropic. Romeiro et al. [129] show

that isotropic BRDFs are well-approximated by a 2-D bivariate representa-

tion and use this to recover BRDF from a single image of a known shape

under known illumination. The bivariate representation has been used for

shape and SVBRDF estimation from multiple images [9, 139], and blind re-

flectance recovery from a single image of a known shape [131]. Chandraker et

al. [33–35] leverage motion cues to recover shape and reflectance for objects

with dichromatic BRDFs. While more general than direct BRDF capture,

these methods rely on restricted setups (calibrated, distant lighting and cam-

eras) and/or extra information (known geometry, homogenous BRDFs). Our

goal is to capture general SV-BRDFs using a light-weight capture setup.

Optimal BRDF sampling. Nielsen et al. [108] address the problem of

identifying the optimal set of reflectance measurements required to recover

a BRDF. This idea is further extended by Xu et al. [156] to consider near-

field measurements. These papers show that a small set of images – in

some cases, even two – are sufficient to estimate a BRDF. However, they are

restricted to homogeneous materials and the nature of these measurements
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requires two pre-calibrated cameras and light sources. In contrast, we seek

to recover SV-BRDFs using commodity hardware, and we demonstrate that

this is possible using a collocated setup by enforcing a dictionary-based prior

on the reconstruction.

BRDF acquisition using commodity devices. Higo et al. [73] capture

images with a hand-held camera with an attached point light source and

use a combination of near-light Photometric Stereo and multi-view stereo

to reconstruct roughly Lambertian objects. Ren et al. [125] show that SV-

BRDFs can be acquired using a fixed camera and a moving hand-held source

by placing reference material tiles in the scene. While their results are im-

pressive, the use of reference materials makes this setup less practical in

real-world situations. Aittala et al. [7] propose to estimate SVBRDFs and

normal maps from flash/no-flash image pairs captured using mobile devices.

They extend this work to a single image using neural network-based texture

features [6]. However, these methods are restricted to stationary texture-like

SVBRDFs and are aimed at reproducing plausible texture variations rather

than accurate measured BRDF reconstruction. Riviere et al. [127] propose

two prototypes using a mobile camera-flash or an LCD panel for reflectance

capture. Their mobile camera solution can only handle rough specular sur-

faces and their shape and BRDF estimates are largely based on heuristics.

In contrast, we can handle a wider range of materials because of our robust

dictionary-based shape and reflectance estimation.
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3.2 Univariate sampling of BRDFs

While arbitrary BRDFs are 4D functions of reflectance, many real-world

materials are isotropic, in that, their BRDF is invariant to joint rotations of

the incident and outgoing directions about the surface normal. The BRDF

of such isotropic materials can be represented with a three-angle coordi-

nates system, often using the half-angle parameterization [132] that is de-

fined as follows. Given the surface normal n, the incident direction ωωωi and

the outgoing direction ωωωo — all unit-norm vectors — we first compute the

half-angle h = (ωωωi + ωωωo)/2. Next we define (θh, φh) as the elevation and az-

imuth, respectively, of the half-angle with respect to the surface normal, and

(θd, φd) as the elevation and azimuth, respectively, of the outgoing direction

with respect to the half-angle (see Figure 3.1). An isotropic BRDF, repre-

sented as ρ(θh, θd, φd), is represented as a function over θh, θd, and φd with

θh, θd ∈ [0, π/2) and φd ∈ [0, π). A subsequent reduction in dimensionality

is provided by bivariate models [129] that further assume that the BRDF is

invariant to changes in φd, and hence, the resulting reflectance is simply a

function of θh and θd.

Collocated systems and univariate sampling. When the light source

and the camera are collocated, then the incident and outgoing directions are

the same, i.e., ωωωi = ωωωo = h. Hence, θd = φd = 0◦. Hence, any sampling of

the BRDF is purely a function of θh. We refer to this paradigm as univari-

ate sampling. Further, when there is a small, but fixed, offset between the
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Figure 3.1: Schematic of half-angle BRDF representation with respect to
(θh, θd, φd) and univariate sampling on θh.

light source and camera, then θd and φd are no longer zero, but are known

constants independent of θh and φh, and hence can be pre-calibrated.

An important question to resolve upfront is whether univariate sampling

can provide sufficiently rich measurements to be able to capture salient fea-

tures of the measured BRDF, as well as enable stable reconstructions of the

BRDF. We address this in two different ways. First, in Section 3.1, we show

that the parameters of many analytical BRDF models are identifiable from

noiseless univariate samples. Second, in Section 3.2, we provide empirical re-

sults characterizing accuracy of BRDFs, estimated from univariate samples.

3.2.1 Identifiability under univariate sampling

We now address the question of identifiability of BRDFs from univariate

samples, i.e., in the absence of noise, can there exist two distinct BRDFs that

produce the same set of univariate samples? The answer is a resounding yes,
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Figure 3.2: We demonstrate the performance of univariate sampling against
a number of other sampling strategies. Shown are the relative BRDF errors
of the reconstructed BRDF on MERL database for our technique, the data-
driven method of Hui et al. [78], the bivariate model [129], the parametric
model of Cook-Torrance, and optimal sampling model of Xu et al. [156]. We
also compare against a 2D sampling strategy that we refer to as “bivariate
sampling” that provides samples in a bivariate BRDF space (θh, θd). We
observe that the method of Hui et al. [78] returns the best performance on
an average. However, the univariate sampling with the proposed prior is able
to compete against most of the state-of-the-art methods, both quantitatively
as well as qualitatively.
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if we do not further constrain the BRDF in some meaningful way. We do

so by restricting ourselves to popular parametric BRDF models, and show

that the parameters of the models are identifiable from noiseless univariate

samples. Given the space constraints, we show this for the Cook-Torrance

model [39] and provide justifications for other models including the Blinn-

Phong, isotropic Ward and the Ashikhmin-Shirley model.

Proposition. The parameters of the Cook-Torrance model are identifiable

from noiseless univariate measurements.

Proof. BRDF measurements under the Cook-Torrance model are dependent

on two parameters: m and F0. Under univariate sampling, the BRDF can

be written as:

ρ(θh) = ρd +
(1− ρd)DGF
π (n>l) (n>v)

= ρd +
(1− ρd)DGF0

π cos2 θh
(3.1)

where

D =
e− tan2 θh/m

2

m2 cos4 θh
, G = min(1, 2 cos2 θh).

The term G is purely a function of θh and does not depend on any parameters,

i.e. F0 and m. Note that the Fresnel term, F , reduces to a constant F0 for

a collocated setup.

First, we observe that ρd = ρ(π/2).1 Second, we can now rearrange (3.1)

1In practice, due to fore-shortening, we cannot make an observation at θh = π/2;
however, this can easily be handled by sampling the BRDF at values close to π/2 and
predicting the limiting value.
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to the following expression:

log
π(ρ(θh)− ρd) cos6 θh

(1− ρd)G
= log

(
F0

m2

)
− tan2 θh

m2
(3.2)

Note that we have complete knowledge of the LHS term in (3.2). Further,

if we plot the LHS as a function of tan2 θh, then the resulting plot is ex-

pected to be a straight line whose slope is −1/m2 and whose intercept is

log(F0/m
2). Hence, we can identify all parameters of the model from the

univariate measurements.

Blinn-Phong model. BRDF measurements under the Blinn-Phong model

and univariate sampling (i.e., θd = φd = 0) can be written as:

ρ(θh) = ρd + ρs
β + 2

2π
cosβ θh,

where ρd, ρs and β are the parameters defining the model. Given ρd, we can

write

log(ρ(θh)− ρd) = log ρs + log(β + 2)− log(2π) + β log cos θh.

Hence, if we plot log(ρ(θh)−ρd) as a function log cos θh, then the resulting plot

is a straight line whose slope is β and intercept is log ρs+log(β+2)− log(2π).

Hence, we can recover all three parameters of the model.
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Isotropic Ward model. BRDF measurements under the Isotropic Ward

model and univariate sampling (i.e., θd = φd = 0) can be written as:

ρ(θh) = ρd +
ρs

cos θh

exp(− tan2 θh/β
2)

4πβ2
,

where ρd, ρs and β are the parameters defining the model. First, we observe

that ρd = ρ(π/2). Second, given ρd, we can write

log(ρ(θh)− ρd) = log

(
ρs

4πβ2

)
− log(cos θh)−

tan2 θh
β2

.

Equivalently,

log(ρ(θh)− ρd) + log(cos θh) = log

(
ρs

4πβ2

)
− tan2 θh

β2
.

If we plot the LHS expression as a function of tan2(θh), then we expect a

straight line whose slope is 1/β2 and intercept is log ρs − log(4πβ2), from

which we can identify both β and ρs. More specifically, we can identify these

parameters from values of ρ(θh) at two distinct values of θh. The proof for

the Ashikhmin-Shirley model follows very closely the one we described above

for the Cook-Torrance model.

3.2.2 Empirical validation

Next, we show that BRDFs can be estimated reliably from univariate mea-

surements. Univariate samples provide a highly under-determined set of
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measurements and hence, recovering BRDFs from them requires the use of

strong reflectance priors. We use a dictionary-based model for this purpose,

borrowing an idea proposed recently in Hui et al. [78, 79].

Dictionary-based BRDF models. There have been many approaches

[9,64,156] that model the BRDF at each pixel to lie in the non-negative span

of a set of exemplar BRDFs, that we refer to as a dictionary. A dictionary

D is simply a collection of exemplar BRDFs, often grouped together as a

matrix D = [ρ1, ρ2, . . . , ρM ], where each column is the BRDF of a measured

material. Given D, we represent a BRDF ρ as:

ρ = Dc, c ≥ 0.

Instead of estimating the high-dimensional vector ρ, we only need to estimate

the abundances c, whose dimension is proportional to the number of mate-

rials in the dictionary. Following Hui et al. [78], we further assume that c is

sparse, suggesting that BRDF is the linear combination of a few dictionary

atoms.

BRDF recovery. Univariate sampling measurements can be written as

follows:

y(θh) = S(θh)ρ+ η

= S(θh)Dc + η,
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where S(θh) is the linear sampling operator that extracts the value at the

input BRDF at (θh, 0, 0) and η is the measurement noise. Given M sam-

ples, corresponding to half-angle elevations in the set {θ1
h, . . . , θ

M
h }, we can

compute the coefficients c by solving for the problem as

ĉ = arg min
c≥0

M∑
i=1

‖y(θih)− S(θih)Dc‖2
2 + λ‖c‖1. (3.3)

We can now obtain the BRDF estimate ρ̂ = Dĉ. The procedure illustrated

above is from the dictionary-based modeling of BRDFs in Hui et al. [78],

adapted to the univariate sampling scenario.

Comparisons. We evaluate the performance of the reconstruction tech-

nique with the state-of-the-art methods on the entire MERL database using

a leave-one-out scheme. In particular, we compare against the parametric

model of Cook-Torrance, the optimal sampling method in Xu et al. [156],

and the isotropic sampling in Hui et al. [78]. For the Cook-Torrance model,

we used the parameters reported in [107] — these parameters were optimized

over the entire BRDF. For Hui et al. [78], we fix the surface normal at the

north pole [0, 0, 1]> and randomly sample the isotropic BRDF space for 20

combinations of lighting/view directions and reconstruct using a dictionary-

based prior. For Xu et al. [156], we used the 20 optimal BRDF entries indi-

cated in their work. For the univariate sampling, we randomly sample the θh

axis of the BRDFs and collect 20 samples with collocated lighting and view

direction. Similarly, we also sample the bivariate BRDF space spanned by θh
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and θd with the 20 lighting/view combinations; we refer to this as bivariate

sampling and use the same recovery algorithm as with univariate samples.

For the results of Hui et al [78], univariate, and bivariate sampling, we per-

form 5 different random trials and report the average errors in Figure 3.2.

The relative BRDF errors for these methods are shown in Figure 3.2, where

we observe that univariate sampling is quite competitive to state-of-the-art

models.

Varying number of input images. Figure 3.3 characterizes the errors

in surface normal as well as the BRDF estimation for varying number of

input images, or equivalently, the number of samples for the half angles. For

the normal estimation, we report the average angular error for the univariate

sampling. The average angular error is computed by randomly generating

100 normals per material and varying across all 100 material BRDFs in the

database. To characterize the performance for BRDF estimation, we assume

the knowledge of true surface normal and report the average relative BRDF

error for varying number of images. As noted from Figure 3.3, both the

angular errors and relative BRDF errors degrade gracefully with a smaller

number of images.

BRDF estimation against ground truth. In this experiment, we

evaluate how accurately we can reconstruct a BRDF given only univariate

samples using a dictionary-based prior. We assume a collocated setup, i.e.

θd = 0◦, set φh, φd = 0◦, and sample a chosen MERL BRDF at different values
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Figure 3.3: We estimate the angular errors as well as the relative BRDF
errors for our proposed method on the MERL database. The plots were
obtained by averaging across all 100 BRDFs in the MERL database and 100
randomly-generated normals per material.

of θh to obtain the univariate measurements. In Figure 3.4, we visualize the

original BRDF (parameterized by (θd, θh)) as well as 3 different 1-D slices

corresponding to θd = (0◦, 15◦, 30◦). We then reconstruct the BRDF using

a dictionary composed of the remaining 99 BRDFs in the MERL database,

using only the samples corresponding to θd = 0◦. Figure 3.4 also visualizes

the reconstructed BRDFs, as well as 1-D slices of these reconstructions at

θd = (0◦, 15◦, 30◦). As can be seen here, in spite of estimating the BRDF

from only one slice of samples, the reconstructed results closely match the

ground truth BRDFs even at other angles as indicated by the measured

RMSE values.
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Varying baseline between camera and flash. Smartphones and tablets

have different relative positioning of their cameras and flash units. Hence, it

is important to characterize the stability of our reflectance estimation tech-

nique for varying baseline. When the object is at an approximately fixed

distance from the device, changes in baseline can be modeled as changes in

θd. Figure 3.5 showcases this by characterizing BRDF estimation errors as a

function of θd. For each θd, we compute average error over 100 materials in

MERL database. Note that the performance remains stable for θd less than

65 degree; this is sufficient to capture the operating scenario underlying a

wide range of mobile devices. Beyond 65 degrees, the univariate sampling

completely misses the specular lobe which results in poor performance in

estimating the BRDF.

In addition, we ability of our method to handle a wide range of mate-

rials, by rendering spheres lit by point lights for different values of θd (see

Figures 3.6). Renderings with our reconstructed BRDFs closely match those

produced using ground truth BRDF data, demonstrating that our method is

able to produce realistic results for a majority of isotropic materials in the

MERL database.

Remark. For many materials, the univariate sampling outperforms com-

peting methods that sample in the bivariate space (θh and θd) or the isotropic

space ( θh, θd and φd). Given that we enforced a measurement budget for

all methods, univariate sampling enjoys a denser sampling of the specular
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aluminium Mean RMSE: 0.12

chrome Mean RMSE: 0.24

gold-paint
Mean RMSE: 0.36

green-fabric Mean RMSE: 0.41

alum-bronze Mean RMSE: 0.15

Figure 3.4: On the left, we visualize ground truth MERL BRDFs on the
2-D plane parameterized by (θd, θh) (for φd = 0◦), as well as 3 1-D slices
corresponding to θd = (0◦, 15◦, 30◦). We reconstruct the BRDF using only
the collocated univariate samples, i.e., θd = 0◦, and visualize it on the right.
As can be seen here, by using the univariate measurements only, we can
reconstruct the BRDF at other θd quite accurately, as indicated by the mean
RMSE shown in the top-left of each plot. We normalize the BRDF ρ by
ρ̂ = ρ−min(ρ)

max(ρ)−min(ρ)
and plot the curve with different θd.
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Figure 3.5: We plot the approximation accuracy in terms of relative BRDF
errors by varying θd in degrees. For each θd, we compute average error over
100 materials in MERL database.

lobe. However, as we increase the number of measurements, univariate sam-

pling has diminishing returns in reconstruction performance while competing

methods that perform full sampling as well as bivariate sampling continue

to observe significant gains. Our empirical evaluation also indicates that

BRDFs of real-world materials are highly redundant and that the univariate

sampling of an isotropic BRDF for θd = 0 is often sufficient for high-quality

reconstructions. This hypothesis is similar in spirit to bi-polynomial BRDF

model introduced by Shi et al. [137], providing the BRDF as the product of

two univariate function over θd and θh, respectively.
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alum-bronze

alumina-oxide

aluminium

beige-fabric

blue-acrylic

blue-metallic-paint

fruitwood-241

gray-plastic

gold-metallic-paint

Estimated results Ground truth

Figure 3.6: We visualize the ground truth MERL BRDF data and our uni-
variate sample-based reconstruction by rendering these BRDFs on spheres lit
by point light sources for different values of θd. Our rendered materials are
visually almost identical to the ground truth BRDFs, indicating the accuracy
of our reconstruction.
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3.3 Shape and reflectance estimation under

univariate sampling

Acquisition setup and calibration. Our imaging setup consists of a

nearly-collocated camera and light source, we assume the intrinsic matrix of

the camera is known via a one-time pre-calibration. We acquire Q (typically,

about 100) images at different viewpoints of a target. We assume the target

is nearly planar, mainly for ease of registering the images across different

viewpoints using homography-based methods. For each view, we use the

four checker board patterns attached to the corners of the target to compute

the homography. The checker board patterns also allow us to compensate the

lighting variations within each captured image. Using the homography, we

align pixels across different images and find world coordinates of all pixels.

We now have a stack of intensity observations under known lighting and

viewing directions for each pixel.

Problem statement. Given the aligned images, we can formulate the ob-

jective function that incorporates both surface normal and BRDF at pixel p

as

{n̂p, ĉp} = arg min
c≥0,n

‖Ip −B(n, lp,vp)c‖2
2 + λ‖c‖1 (3.4)

where Ip ∈ RQ denotes the image intensities observed at pixel p after align-

ment, lp and vp are the lighting and viewing directions forQ collected images,
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i.e. lp = [l1p, l
2
p, . . . l

Q
p ], vp = [v1

p, v
2
p, . . . v

Q
p ]. Note that lp and vp are known

via the calibration. The term B(n, lp,vp), an Q×M matrix, is given as

B(n, lp,vp) = S(n, lp,vp)D,

where S has Q rows and a number of columns equal to the dimensionality

of the BRDFs; here, S encodes the shading term as well as sampling of the

BRDF. The estimates of the surface normal np and the abundance cp amount

to solving a quadratic cost function with `1-norm constraint.

Identifying BRDF exemplars. For computational efficiency, we enforce

the sparsity prior on the abundances by first identifying a compact set of

BRDF exemplars for a material sample. Specifically, we solve for the abun-

dances at each pixel via (3.4) with initialized flat surface and sum the abun-

dances across all pixels. Now, we obtain the summed result CCC ∈ RM , where

M is the number of atoms in the dictionary. We empirically observe that

only few atoms in CCC have large values while the remaining entries are close

to zero, which is consistent with the observation in [9, 78].

We retain only the K (in our case K = 10) BRDFs with the highest

values of CCC as our compact set of BRDF exemplars. This obviates the need

for the sparsity constraint in subsequent iterations, thus speeding up compu-

tation. We denote B̂ as the dictionary with columns that corresponds to the
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exemplar set of atoms. We now solve for the normals and the coefficients:

{n̂p, ĉp} = arg min
c≥0,n

‖Ip − B̂(n, lp,vp)c‖2
2. (3.5)

Surface normal and SV-BRDF estimation. Given the initial estimate

of c(0) from flat surface and B̂, we use an iterative local search to solve for

the surface normals. Specifically, we build a 2D grid with respect to the

elevation and azimuth angles, and search in the grid for the normals which

can best describe the intensity profile. In the first iteration, we initialize all

the surface normals pointing toward the north pole, i.e., a flat surface, and

solve for the abundances ĉ0 via (3.4). Now, at the j-th iteration, we have

normal estimate n̂
(j−1)
p with elevation angle θ

(j−1)
p and azimuth angle φ

(j−1)
p .

The 2D grid for the (j)-th iteration is constructed as

N (j) = {(θ̃, φ̃)||θ̃ − θ(j−1)
p | ≤ Tθ, |φ̃− φ(j−1)

p | ≤ Tφ},

where Tθ and Tφ are the thresholds to determine the cardinality of the can-

didate set. We can incorporate a coarse-to-fine search by specifying different

values for Tθ and Tφ, where Tθ is varying from 5 to 0.1 degree while Tφ is

changing from 50 to 1 degrees. For each element in N (j), the candidate

surface normal is computed as

ñ = [sin(θ̃) cos(φ̃), sin(θ̃) sin(φ̃), cos(θ̃)]
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The estimate of the surface normal at a pixel p is given as

n̂(j)
p = arg min

np∈N (j)
‖Ip − B̂(np, lp,vp)c(j−1)

p ‖2
2. (3.6)

This is solved by scanning over all the elements in N j. Note that cp has kept

fixed with the values from the (j − 1)-th iteration. Once we obtain n̂
(j)
p , we

update the coefficients cp by solving

ĉ(j)
p = arg min

cp
‖Ip − B̂(n̂(j)

p , lp,vp)cp‖2
2 s.t. cp ≥ 0. (3.7)

The algorithm typically converges within 10 iterations. The ultimate esti-

mate of BRDF at each pixel is ρ̂p = D̂ĉ
(J)
p , where D̂ corresponds to the

selected columns for B̂ and J denotes for the number of iterations.

3.4 Results and Applications

In this section, we characterize the performance of our technique on a wide

range of real-world scenes captured with iPhone 6s for a variety of tasks.

We fix the target sample and move the phone while capturing images under

the phone’s flash illumination. The images were captured with 2016× 1512

pixels and we crop the regions with the target object for shape and BRDF

estimation. We recover the per-pixel BRDFs with 1 degree for each angle in

BRDF space, which leads to a 90×90×180 = 1, 458, 000 dimensional vector.

We direct the reader to the accompanying supplementary material for more
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results, comparisons, and analysis.

3.4.1 Shape and Reflectance Estimation

We process the captured images using the technique detailed in Section ??

to recover per-pixel surface normals and SV-BRDFs. We integrate the esti-

mated normals using Poisson reconstruction [5] to obtain the 3D surface.

Shape estimation. To evaluate the performance of our shape estima-

tion, we compare against the work of Riviere et al. [127], who use a similar

mobile camera-based setup. While we model near-field camera and light-

ing, they assume that the camera and light are distant. In addition, their

reflectance estimation is based on image heuristics, unlike our optimization-

based framework with a BRDF prior. As demonstrated in Figure 3.7, our

technique recovers more fine scale structures than [127]. In addition, our

technique successfully separates reflectance effects from geometry, and as a

result our reconstructions are largely planar. In contrast, their BRDF errors

leak into the shape estimates leading to deviations from the planar struc-

ture of the samples. More comparisons with [127] on both real and synthetic

scenes can be found in supplementary material.

Reflectance capture. Figure 3.8 illustrates the performance of our

method on datasets captured using an iPhone 6s. These four datasets —

leaf, leather, fur and characters — have 123, 126, 70, and 138 input im-
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Sample image Riviere et al. [127] Our results

Figure 3.7: We compare our performance on surface normal estimation with
Riviere et al. [127] on two datasets. Shown are (left-right) one sample image,
estimated normals and recovered 3D shape via Poisson reconstruction. Please
note that our reconstructions, like the actual samples, are close to planar and
contain more fine-scale detail.

ages, respectively. For each dataset, we show the estimated surface normals

and recovered 3D shape under different viewpoints. The surface reconstruc-

tions show that we can recover fine-scale geometric details like yarn threads

and leather patterns, even for samples with complex BRDFs. While we use

a large number of input images to produce the results, our experience is

that the performance degrades gracefully with a smaller number of images.

We direct the reader to the supplementary materials where we include the

BRDF/normal estimation error as a function of number of images on the

synthetic dataset.

In addition to the images captured for shape and SVBRDF estimation,

we capture additional images using a fixed camera and moving light source,

i.e, a non-collocated setup. These “novel lighting” images are not part of the

training dataset, and are used to visualize how accurately our shape and re-
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flectance estimates generalize to directions that were not sampled. As shown

in Figure 3.8, images rendered using our estimated normals and BRDFs

under these novel lights closely resemble the actual captured photographs,

indicating the robustness of our method.

3.4.2 Applications

Material editing. Once we reconstruct surface normals and SVBRDFs

we can edit the material properties of the captured samples. This is demon-

strated in Figure 3.9, where we a) swap specular and diffuse materials be-

tween two regions of the same sample, and b) transfer the specular material

from one sample to a completely different sample. We re-render these edited

BRDFs using the original estimated normals and view/lights. As can be seen

here, our method is able to produce visually plausible results.

Material trait analysis. Previous work on recognizing material types

uses specific optical setups [158] or projects raw BRDF measurements to

a low-dimensional space [103]. However, these approaches are designed for

objects with uniform reflectance or homogeneous BRDFs. In contrast, our

technique estimates per-pixel BRDF abundances, and we can leverage this

to estimate material traits at each pixel.

In order to do this, we first annotate all the materials in the MERL

database with one of three unique material traits — metal + metallic paint,

fabric + diffuse paint and acrylic + plastic. These three categories were cho-
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(a) Input (b) Estimated (c) Recovered surface (d) Rendering (e) Photograph
sample normals

Figure 3.8: We demonstrate shape and reflectance estimation on images
captured using an iPhone 6S (a). We show the estimated normal map in
false color (b) and recovered surface (c). We also compare rendered (d)
results against actual captured photographs under novel lighting (e) that is
not collocated with the camera.
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Measured BRDF Material editing results Measured BRDF Material editing results

Figure 3.9: Material editing on two real samples. For the examples at the top,
we compute the mean BRDF in the specular and diffuse regions of the sam-
ples (shown on the left), swap them and re-render them with the estimated
normals, lights and cameras. For the examples at the bottom, we replace
their SVBRDFs with the specular BRDFs from the top samples. These
results are visually plausible, especially considering the fact that specular
materials are likely to expose errors in geometry and material more clearly.

Metallic Paint

Diffuse Paint

Fabric

Plastic

Acrylic

Metal

Metallic Paint

Diffuse Paint

Fabric

Plastic

Acrylic

Metal

P1

P1

P2

M
at

er
ia

l t
ra

it 
va

lu
es

metalic paint/metal diffuse paint/fabric plastic/acrylic

input sample

P2 Metallic Paint

Diffuse Paint

Fabric

Plastic

Acrylic

Metal

Metallic Paint

Diffuse Paint

Fabric

Plastic

Acrylic

Metal

M
at

er
ia

l t
ra

it 
va

lu
es

metalic paint/metal diffuse paint/fabric plastic/acrylic

input sample

Metallic Paint

Diffuse Paint

Fabric

Plastic

Acrylic

Metal

Metallic Paint

Diffuse Paint

Fabric

Plastic

Acrylic

Metal

P2P1

P1
P2

Figure 3.10: Material trait analysis on real captured data. (top) For two
regions indicated by p1 and p2, we plot the associated material trait values
(computed as described in Section 5.2). Pixels (p1) with metallic properties
have large values in metallic paint and metal while pixels (p2) with diffuse
Lambertian-like materials show large values in diffuse paint and fabric. (bot-
tom) We visualize per-pixel material trait values for three material groups —
metallic paint+metal, diffuse paint+fabric, and plastic+acrylic. This leads
to clean, consistent material segmentations.

sen manually by visual inspection. We denote the i-th trait asMi. Given our

abundance estimates ĉp, we compute the per-pixel trait values by summing
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the abundances corresponding to materials with the same trait. Finally, we

normalize these value so that they sum to 1:

mi
p =

∑
j∈Mi

ĉp(j)∑
k ĉp(k)

.

Figure 3.10 illustrates our proposed material trait analysis scheme for two

datasets. Our predictions are consistent with the material properties of these

samples – e.g., regions with metallic materials return high probabilities for

the traits under metal + metallic paint – and accurately segment the samples

into different materials.
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Chapter 4

Flash photograph based

illumination analysis

Real-world lighting often consists of multiple illuminants with different spec-

tra. For example, outdoor illumination – both sunlight and skylight – differ

in color temperature from indoor illuminants like incandescent, fluorescent,

and LED lights. These variations in illuminant spectra manifest as color vari-

ations in captured images that are often a nuisance for vision-based analysis

and photography.

In this chapter, we address the problem of explicitly separating an image

into multiple images, each of which is lit by only one of the illuminants in

the scene (see Figure 5.1(b)). Source separation of this form can enable a

number of image editing and scene analysis applications. For example, we

can change the illumination in the image by editing each illuminant image,
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(a) No-flash / (b) Source separation (c) Illumination editing
flash images results results

(d) Estimated (e) Estimated shading for each (e) Texture editing
reflectance light source result

Figure 4.1: The scene in (a) is lit by cool sky illumination from the window on
the left and warm indoor lighting from the top. Given a pair of no-flash/flash
images, our method separates the no-flash image into two images lit by each
of these illuminants (b) and estimates their spectral distribution (insets in
(b)). Using our illuminant estimates, we are able to edit the illumination in
the photograph (c) by changing the individual spectra of the light sources
(insets in (c)). Given the source separation results, we also show that we
are able to estimate the reflectance (d) and shading of each light source in
the scene (e). This enables us to edit the texture of the scene (e) simply by
operating on the reflectance.
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or use the multiple images for scene analysis tasks like photometric stereo.

However, source separation is a highly ill-posed inverse problem and is

especially hard from a single photograph; each pixel observation in the image

combines the effect of the unknown mixture of illuminants and the unknown

scene reflectance. Previous attempts at addressing these challenges either use

calibrated acquisition systems [41,42] or rely on extensive user input [24–26],

making it difficult to apply them at large-scale.

In this chapter, we take a step towards source separation by making use

of flash photography, i.e., two photographs acquired with and without the

use of the camera flash. The key insight behind our technique is that flash

photography provides an image under a single illuminant, thereby enabling

us to infer the reflectance spectra up to a per-pixel scale. Based on this, we

derive a novel reflectance-invariant — the Hull Constraint — that relates

light source spectra and their relative per-pixel shading to the observed in-

tensities in the no-flash photograph. We use the Hull Constraint to separate

the no-flash photograph into multiple images – each corresponding to the

lighting of a unique spectra. This, in turn, enables a wide-range of capabili-

ties including white-balancing under complex mixed illumination, the editing

of the color and brightness of the separated illuminants, camera spectrum re-

sponse editing and photometric stereo. The Hull constraint is independent

of scene and lighting geometry; it applies equally to point and area sources

as well as near and distant lighting. Figure 5.1 showcases our technique for

a real-world sample.
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Contributions. We propose a flash photography-based technique to ana-

lyze spatially-varying, mixed illumination. In particular, we make the fol-

lowing contributions:

1. We introduce a novel reflectance-invariant property of Lambertian scenes

that relates illuminant spectra to observed pixel intensities.

2. We propose an algorithm to separate an image into its single-illuminant

components, and present an analysis of its robustness and limitations.

3. We leverage these separated images to enable a wide variety of applica-

tions including white balancing, light editing, camera response editing,

photometric stereo and intrinsic image decomposition

4.1 Related Work

In this section, we review previous works on illumination analysis as well as

prior applications of flash photography.

4.1.1 Lighting analysis

Active illumination. Active illumination methods use controlled illumi-

nation to probe and infer scene properties. Controlled capture setups like

a light stage [42] capture images of a person or a scene under all light-

ing directions and re-render photorealistic images under arbitrary illumina-

tion [46,118]. Another class of techniques rely on projector-camera systems to
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probe and separate light transport in a scene [106]. While active techniques

can enable high-quality illumination analysis and editing, these systems are

complex and expensive. In contrast, we propose a simple capture process

that uses a camera flash, available on most cameras and mobile devices, to

enable a number of illumination analysis, editing and reconstruction tasks.

Passive illumination. Passive illumination methods aim to estimate scene

properties from images captured as-is under natural illumination. Barron and

Malik [15,17] estimate shape, reflectance, and illumination for a single object

captured under low-frequency distant lighting. Johnson and Malik [87] use

spectral variations in real-world illumination to recover shape from shading

information. Both methods rely on scene priors that are often violated on

real-world scenes with complex geometry, reflectance, and spatially-varying

lighting. In contrast, we demonstrate that the use of flash photography

can lead to high-quality lighting (and shape) estimates without the same

restrictive assumptions. Recently, deep learning-based methods have been

proposed to infer illumination [59, 74] from a single image. However, these

methods do not support pixel-level image editing, which our method does by

explicitly separating an input image into its constituent components.

Color constancy. Color constancy — the problem of correcting for the

illuminant spectrum — is a closely related light analysis problem, and has

been extensively studied [61]. Previous work models the effect of changing

the illumination spectral distribution as a (typically linear) transformation
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of the observed pixel intensities. The seminal work of Finlayson et al. [52,

55] demonstrates real-world reflectance and illumination spectra lie in low-

dimensional spaces, allowing for the use of a diagonal transformation. Chong

et al. [38] build on this to derive conditions for the basis that can “best”

support diagonal color constancy. Current color constancy methods range

from physics/low-level feature-based methods [44, 62, 147] to learning-based

approaches [14, 31, 88] to user-driven interactive solutions [26, 77]. The vast

majority of these methods assume a single illuminant in the scene. While

our approach is built on top of diagonal color constancy techniques, we can

handle multiple illuminants and can go beyond color constancy and separate

the captured image into constituent images lit by individual illuminants.

4.1.2 Flash photography

Flash photography refers to techniques that capture two images of a scene

— with and without flash illumination. It has been used for image denois-

ing [48, 119], deblurring [162], artifact removal [48], non-photorealistic ren-

dering [122], foreground segmentation [142] and matting [143]. More recently

Hui et al. [80] propose a flash photography-based white balancing method

for mixed illumination. However, the techniques in this chapter are derived

from a physically-accurate image formation model and are based on a novel

reflectance-invariant, the Hull constraint, which enables explicit separation

of the contribution of different light sources at each pixel. Our analysis en-

ables a number of applications that are not possible with prior work [80],
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including light editing, and two-shot photometric stereo.

4.1.3 Intrinsic image

Intrinsic image algorithms [18] that separate images into reflectance and

shading components often assume that there is a single (usually white) il-

luminant and the induced shading is spatially smooth [20, 66, 90, 135, 159].

While these techniques work for some scenarios, real world scenes often have

complex geometry and multiple spatially-varying light sources that cannot be

model using simple priors. To account for that, Barron et al. [15,17] extend

the idea by incorporating the illumination into the optimization framework.

Given rich training samples of the natural images, Bell et al. [20] address

the problem by utilizing Conditional Random Field (CRF) to characterize

the relationship between reflectance and illumination in the scene. More re-

cently, deep neural network-based techniques have been widely adopted for

estimating reflectance and illumination from a single image [95,97]. However,

these techniques focus on the scene with single illumination. In contrast, the

scenes we focus on have significantly more complex illumination variations.

4.2 The Hull Constraint

Given an image of a scene lit by a mixture of illuminants — the no-flash image

— our goal is to estimate the contribution of each illuminant to the observed

pixel intensities. In this section, we set up the image formation model and
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derive a novel constraint between the observed no-flash/flash pixel intensities

and the contributions of each scene illuminant to the scene appearance.

4.2.1 Problem setup and image formation

We assume that the scene is Lambertian and is imaged by a three-channel

color camera. The intensity of the no-flash image observed at a pixel p in

the k-the color channel (k ∈ {r, g, b}) is

Iknf(p) =

∫
λ

ρp(λ)Sk(λ)`p(λ)dλ, (4.1)

where ρp is the reflectance spectra, Sk is the camera spectral response for

the k-th channel and `p(λ) is the light spectra at pixel p. When the scene is

lit by N light sources, the light spectra at pixel p can be expressed as

`p(λ) =
N∑
i=1

ηi(p)`i(λ),

where `i(λ) is the spectra of the i-th light source and ηi(p) is the shading cor-

responding to the i-th source at pixel p. The shading term ηi(p) is assumed

to be non-negative. Note that, by not modeling ηi(p) with an analytical ex-

pression, we can accommodate point, extended and area light sources. Since

the illumination spectra {`1, . . . , `N} are not pixel dependent, any spatial

light fall-off is captured in the shading term. With this, (4.1) can be written
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as

Iknf(p) =

∫
λ

ρp(λ)Sk(λ)

(
N∑
i=1

ηi(p)`i(λ)

)
dλ. (4.2)

Estimating the reflectance, shading and illumination parameters as well

as separating the no-flash photograph into N photographs — one for each

of the N light sources — are hard inverse problems. The parameters of in-

terest, namely ρp and `i, are infinite-dimensional. Further, the multi-linear

encoding of the reflectance, shading and illumination parameters in the im-

age intensities leads to a highly-ambiguous solution space. To resolve these

challenges, we make two key assumptions.

Assumption 1 — Reflectance and illumination subspaces. We as-

sume that the reflectance and illumination spectra in the scene are well-

approximated by low-dimensional subspaces. Given a reflectance basisBR(λ) =

[ρ̃1(λ) . . . ρ̃M1(λ)] and an illumination basis BL(λ) =
[˜̀

1(λ) . . . ˜̀M2(λ)
]
, we

can write

ρp(λ) = BR(λ) ap, `i(λ) = BL(λ) bi.

Here, ap ∈ RM1 are the reflectance coefficients at pixel p and bi ∈ RM2 are

the illumination coefficients for the i-th source. To resolve the ambiguity

in the definition of the shading, we assume that the lighting coefficients are

unit-norm, i.e., ‖bi‖2 = 1; hence, the illumination coefficients are points on

99



the 2D sphere. Given this, we write (5.1) as:

Iknf(p) = a>pE
k

N∑
i=1

ηi(p)bi. (4.3)

Here, Ek is the M1 ×M2 matrix defined as

Ek(i, j) =

∫
λ

ρ̃i(λ)Sk(λ)˜̀j(λ)dλ,

and can be precomputed from a database of reflectance and illumination

spectra. Finally, as a consequence of having 3-color images, we will need to

restrict M1 = M2 = 3. Real world reflectance and illumination spectra are

known to be well-approximated by low-dimensional subspace — an insight

that is used extensively in the color constancy [38,52,55,58]. We will discuss

additional details on the choice of basis in Section 4.5.

Assumption 2 — Availability of a flash photograph. We resolve

the multi-linearity of the unknown parameters by having access to a flash

photograph of the scene. In the flash image If, the intensity observed at

pixel p is given by:

Ikf (p) = Iknf(p) +

∫
λ

ρp(λ)Sk(λ)ηf(p)`f(λ)dλ, (4.4)

where ηf(p) denotes the shading at p induced by the flash, and the spectra of

the flash `f is assumed to be known via a calibration process. Further, under
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the reflectance and illumination subspace modeling above, we can write

Ikf (p) = Iknf(p) + a>pE
kηf(p)f , (4.5)

where f denotes the illumination coefficients for the flash spectra. We now

derive a novel constraint that encodes both the illuminant spectra as well as

their shadings at each pixel.

4.2.2 The Hull Constraint

The centerpiece of our approach is a novel reflectance-invariant condition that

we call the Hull Constraint. The hull constraint is derived by performing the

following three operations (see Figure 4.2 for a visual guide).

Step 1 — Estimate the pure flash image. The pure-flash image Ipf is

obtained by subtracting the no-flash image from the flash image:

Ikpf(p) = Ikf (p)− Iknf(p) = a>pE
kηf(p)f . (4.6)

Step 2 — Solve for reflectance coefficients. We now have 3 intensity

measurements — one per color channel — at p, and 3 unknowns for αααp =

ηf(p)ap. This enables us to solve for αααp, which corresponds to the reflectance

coefficients up to a per-pixel scale ηf(p).
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Step 3 — Estimate Γ(p). Since αααp

‖αααp‖ = ap

‖ap‖ , we can substitute ααα to

express (4.3) as:

Iknf(p) = ‖ap‖
(

αααTp
‖αααp‖

)
Ek

N∑
i=1

ηi(p)bi. (4.7)

As before, we are able to solve for βββ(p), defined as

βββ(p) = ‖ap‖
N∑
i=1

ηi(p)bi. (4.8)

Normalizing βββ(p) gives us Γ(p) = βββ(p)/‖βββ(p)‖ that is invariant to the re-

flectance. We can now state the Hull constraint, which is the main contribu-

tion of this chapter.

Proposition 1 (The Hull Constraint). The term Γ(p) lies in the conic hull

of the coefficients {b1, . . . ,bN}, i.e.,

Γ(p) =
βββ(p)

‖βββ(p)‖ =
N∑
i=1

zi(p)bi, zi(p) ≥ 0. (4.9)

The relative shading term zi(p) is defined as

zi(p) =
ηi(p)

‖∑j ηj(p)bj‖
. (4.10)

This term captures the fraction of the shading at a scene pixel that comes

from one light source, relative to all the light sources, hence the term relative
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Separated imagesNo-flash/flash images Pure flash image

Image of α

‖α‖ Image of Γ

Histogram of Γ

Figure 4.2: Visualization of our processing pipeline. From the input image
pair, we compute the pure flash image as well as values of the ααα and Γ at each
pixel. We visualize ααα/‖ααα‖ and Γ as 3-color images by integrating them with
the reflectance and illumination bases, respectively, and the camera spectral
response. Note that ααα/‖ααα‖ encodes the scene’s reflectance while Γ, being
reflectance-invariant, encodes the shading and illumination. The histogram
of Γ over the sphere provides an estimate of the illumination spectra as well
as the separated images.

shading. Further, Γ(p) belongs to S2 space since it is unit-norm.

The key insight of the Hull constraint is that Γ(p), a quantity that can

be estimated from the no-flash/flash image pair, provides an encoding of the

illumination coefficients as well as the relative shading. We can hence derive

these parameters as well as perform source separation by studying properties

of Γ(p) over the entire image.
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4.3 Source Separation with the Hull Constraint

Recall, from Proposition 1, that Γ(p) lies in the conic hull formed by the

lighting coefficients {b1, . . . ,bN}. We now describe methods to estimate

the illuminant spectrum as well as perform source separation from the set

G = {Γ(p); ∀p}. Our methods rely on fitting the tightest conic hull to the set

G and identifying the corners of the estimated hull. Additionally, we derive

sufficient/necessary conditions when the resulting estimates are meaningful.

We begin by discussing the conditions for the identifiability of a light source.

4.3.1 Identifiability of a light source

We observe that a light source is identifiable only if its coefficients lie outside

the conic hull of the coefficients of the remaining light sources. If this were

not the case, then its contribution to a scene point can be explained by the

remaining lights. Hence, only light sources whose coefficients lie at corners of

the conic hull of {b1, . . . ,bN} are identifiable given the flash/no-flash image

pair. Without any loss in generality, we assume that all light sources are

identifiable. Therefore, if we can identify the conic hull of the light sources

L = conic-hull{b1, . . . ,bN}, we can estimate the light source coefficients as

the corner points of this set. While we do not have an a-priori estimate

of L, we can estimate it from the set G = {Γ(p); ∀p}. Recall that, from

Proposition 1, G ⊆ L. We next explore sufficient conditions under which the

conic hull of G is equal to L; when this happens, we can estimate the light
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source coefficients as the corner points of the conic hull of G.

Proposition 2 (Presence of “pure” pixels). Under ideal imaging conditions

(absence of noise, non-Lambertian surfaces, etc.), the conic hull of G is equal

to L if, for each light source, there exists a pixel that is purely illuminated by

that light source, or, equivalently,

∀b ∈ {b1, . . . ,bN}, ∃ Γ(p′) = b.

When there are pure pixels for each light source, then the set G will

include the illuminant coefficients which are also the corners of the conic hull

L. Therefore, the conic hull of G will be identical to L. Note that pure

pixels can be found in shadow regions since shadows indicate the absence

of light source(s). The pure pixel assumption is thus satisfied when the

scene geometries are sufficiently complex to exhibit a wide array of cast and

attached shadows. The more complex the scene geometry, the more likely it

is that we satisfy the condition in Proposition 2.

In addition to pure pixels or corners, we can also fit the hull by identifying

its edges. Edges of the cone correspond to points that are in the shadow of

all but two sources. As with pure pixels, shadows play a pivotal role in

recovering the hull from its edges.
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4.3.2 Estimating illuminant coefficients

Given the set G, the number of identifiable light sources is simply the num-

ber of corners in the tightest conic hull. Hence, we expect the set G to be

concentrated about a point when there is a single light source, an arc with

two sources, and so on (see Figure 4.3). We can use specialized techniques

to estimate the parameters in each case (see detailed pseudo-code in the

supplemental material).

• N = 1 — While not particularly interesting in the context of source sep-

aration, we use the robust mean of G as the coefficients of the single light

source.

• N = 2 — We use RANSAC to robustly estimate the arc on S2 with maxi-

mum inliers. The end points of this arc are associated with the illuminant

coefficients; this estimate will correspond to the true coefficients if there

were “pure pixels” in the no-flash photograph for each of the light sources.

• N = 3 — We project the set G onto the tangent plane at its centroid and

fit the triangle with least area onto the projected points. Fitting polyhedra

onto planar points has been extensively studied in computational geometry

[12,49,104,110,117]. We use the method in Parvu et al. [117] to determine

the triangle and the associated vertices.

• N ≥ 4 — The procedure used for three light sources can potentially be

applied to higher number of sources. However, as we will see next, even if
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Figure 4.3: Visualization of G as a histogram on S2 for different numbers of
sources. The histogram takes progressively complex shapes as the number of
sources increase (from 1, top left, to 4, bottom right).

we can estimate the lighting coefficients, source separation with a three-

color camera cannot be performed when N ≥ 4.

For the results in the chapter, we manually specify the number of light

sources (typically, 2 or 3) and use the corresponding algorithm to extract

the corners. Given the estimated lighting coefficients {b̂1, . . . , b̂N}, we can

estimate the relative shading at each pixel.
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4.3.3 Estimating the relative shading

Given Γ(p) and estimates of the lighting coefficients {b̂1, . . . , b̂N}, we simply

solve the linear equations in (4.9) under non-negativity constraints to esti-

mate the relative shading {zi(p), i = 1, . . . , N}. It is easily shown that there

is a unique solution when Γ(p) ∈ conic-hull{b̂1, . . . , b̂N} and N ≤ 3 (see

supplemental material). When N > 3, we can obtain multiple solutions to

the relative shading — a limitation that stems from using 3-color cameras.

4.3.4 Lighting separation

Once we have the illumination coefficients {b̂1, . . . , b̂N} and the relative shad-

ing {ẑi(p)}, we can separate the no-flash photograph into N photographs.

Specifically, for the j-th light source, we would like to estimate

Iksep,j = a>pE
kηj(p)bj.

An estimate of this image is obtained as

Îksep,j(p) = ‖βββ(p)‖ααα>pEkẑj(p)b̂j. (4.11)

4.4 Reflectance estimation

While our approach provides the estimates for the reflectance spectra up to

a per-pixel scale, it is desirable to obtain the reflectance of the scene without
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such ambiguities. In particular, given all the separated images in (4.18), our

goal here is to estimate the ‖a‖ at each pixel. Recall, from (4.15), we can

write the separated images as

Îksep,j(p) =
ααα>p
‖αααp‖

Ekb̂jηj(p)‖ap‖. (4.12)

We are able to solve for ηj(p)‖ap‖ and denote the term as

qj(p) = ηj(p)‖ap‖

Similarly, we can also do this for the pure flash image and get the results as

qpf(p) = ηf (p)‖ap‖

Given these three (scene with two lights) or four (scene with three lights) re-

sulting images, it requires the separation of them into a product of the norm

of the reflectance coefficients and illuminant induced shadings. The problem

here is similar in spirit to intrinsic decomposition techniques that seek to

separate an image into a per-pixel product of reflectance, which is character-

ized by the material property, and illumination layer, which is characterized

by the light color and the scene geometry. While significant progress has

been made on the intrinsic decomposition problem, the vast majority of the

state-of-the-art works rely on additional priors to disambiguate reflectance

and illumination spectrum from the scene content, such as incorporating
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depth maps [], non-local texture priors [20, 135] and gradients properties of

reflectance and shading [151]. However, these approaches highly depend on

the scene-specific tuned parameters and always require sophisticated opti-

mization scheme.

Our approach differs from these techniques in that we are able to esti-

mate the illuminant spectrum in the scene, which significantly constrict the

underlying solution space. In particular, our algorithm takes the separated

images together with pure flash images as the input. Note that we “white

balance” for all the above images, making the color of illuminant neutral.

That is, we can write the white balanced separated images as

Îksep,j(p) =
ααα>p
‖αααp‖

Ek l̂ηj(p)‖ap‖. (4.13)

We assume that the gradient of reflectance norm ‖ap‖ tends to be large

while the illuminant induced shadings ηi(p) are varied smoothly, making

their gradients relatively small. We do this by formulating the problem as

follows

Ikwb,j(p) = a>pE
kηj(p)bwb, (4.14)

where bwb denotes the illumination coefficients for the white light.

Once we have the input images, we propose a coarse-to-fine scheme to

reconstruct the reflectance. This enables the capability in the texture editing

for the scene under the mixture of illumination as we will show later in the

chapter. In particular, given the resulting images [q1(p), q2(p), . . . , qpf(p)],
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we solve for the norm of the reflectance ‖ap‖ and the induced shading ηi(p).

Similar to previous work in the field, we work in the log-domain to transform

the product into the sum log qi(p) = log ηi(p) + log ‖ap‖.

Reflectance and shading estimation. With the notations and formu-

lation, we can formulate the problem by solving a least square energy term

defined as

E(r, s) =
N∑
i=1

‖qi − si − r‖2
2,

where r denotes the ‖ap‖ and si denotes the shading ηi(p). We incorpo-

rate the `1 prior on the gradient of the reflectance, by assuming that the

reflectance are piece-wise linear, such that the scene under consideration can

be generated from a small number of unique reference reflectance functions.

In the contrast, we incorporate the `2 prior on the gradients of the shading,

by assuming that the illumination in the scene is smoothly distributed. We

put all terms together to formulate the problem as

ŝi, r̂ = arg min
si,r

N∑
i=1

‖qi − si − r‖2
2 + λr‖∇r‖1 +

N∑
i=1

λs‖∇si‖2.

Estimating shading. Given the estimate of (k)-th iteration, we perform

the gradient descent to the above problem to obtain the estimate at (k+1)-th

iteration. In particular, we use the difference matrix D to characterize the
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gradient operation as

ŝi, r̂ = arg min
si,r

N∑
i=1

‖qi − si − r‖2
2 + λr‖Dr‖1 +

N∑
i=1

λs‖Dsi‖2.

We first compute the gradient for the smooth data fidelity term and update

the si as

ŝ
(k+1)
i = ŝ

(k)
i + 2t(ŝ

(k)
i + r̂(k) − qi + λsD

>Dŝ
(k)
i ),

where t is the updating step.

Estimating Reflectance. To estimate the reflectance, we denote Dr = z

and incorporate the alternating direction method of multipliers to update

the shading term.

r̂, ẑ, p̂, µ̂ = arg min
r,z,µ

N∑
i=1

‖qi − si − r‖2
2 + λr‖z‖1 +

p

2
‖Dr − z + µ‖2

2.

The estimates can be obtained by

r̂(k+1) = arg min
r

N∑
i=1

‖qi − si − r‖2
2 +

p

2
‖Dr − ẑ(k) + µ̂(k)‖2

2,

ẑ(k+1) = arg min
z
λr‖z‖1 +

p

2
‖Dr̂(k) − z + µ̂(k)‖2

2,

µ̂(k+1) = µ̂(k) +Dr̂(k) − ẑ(k).

Given the estimates for r and si, we reconstruct the ‖ap‖ and ηi for each

separated image. We further incorporate the estimated relative shadings
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to better constrain the estimation of the reflectance. Specifically, given the

resulting images [q1(p), q2(p), . . . , qpf(p)], we are able to derive the relative

shadings by dividing each image by the sum of all the images as

q̃i =
qi∑N
j=1 qj

=
ηi∑N
j=1 ηj

.

An example is shown in Figure 4.4. To incorporate the relative shadings,

we require the gradient of the estimated reflectance to be small for the re-

gions where the relative shadings have large gradient values. This amounts

to thresholding the image gradient according to the relative shadings. Specif-

ically, we have

∇r̂(k) =

 ∇r̂
(k) if ∇q̃i < Ts ∀i

0 otherwise

In this chapter, we set Ts to be 0.2 for all the results. Given the estimate

of ‖ap‖, we can compute for the shading ηi by dividing ‖ap‖ from the qi.

We showcase the difference by incorporating the shading prior in Figure 4.5.

As can be seen, the regions with high-frequency texture can be correctly

removed from shadings by incorporating the priors, while these are transfered

into shadings in the initial reflectance estimation.
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(a) Input (b) Relative shadings q̃i

Figure 4.4: Visualization of the relative shadings for two-light source in a
synthetic scene (a). We show the relative shadings for both separated images
and pure flash image. (b)

(a) No-flash (b) Initial reflectance and (c) Incorporating
image shading estimates shading prior

Figure 4.5: We show the improvement by incorporating the shading prior
the for synthetic results on two-light source (a). Processing with initial re-
flectance and shading algorithm, it appears incorrectly in separated shadings
(as shown in the insets) (b). By incorporating the shading priors, we can see
that it does not appear in the shading estimates (c).

4.5 Evaluation and Applications

We characterize the performance of the proposed methods by evaluating light

separation and showcasing its potential in a number of applications.

Capture setup for real data. The flash/no-flash images were captured

using a Nikon D800 and a Speedlight SB-800 flash, with the camera mounted

on a tripod and operated under aperture-priority mode. The images were

captured in raw format and demosaiced under a linear response using DCRaw [1].
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Finally, the flash spectrum was assumed to be flat, i.e., `f (λ) in (4.4) was

assumed to be a constant.

Selection of reflectance and illumination bases. We used the mea-

sured database for reflectance [69] and illumination [2] to learn two three-

dimensional subspaces, one each for reflectance and illumination. All the

results in this chapter were obtained with the same pair of bases, which we

learned using a weighted PCA model, with the camera spectral response

providing the weights. We observed that this technique outperformed an

unweighted PCA as well as the joint learning of subspaces [38]. The sup-

plemental material provides a detailed evaluation on synthetic scene with

comparisons to alternate strategies.

Pruning G. To reduce effects of measurement noise and model mismatch,

we build a histogram of G by dividing the sphere into 100 × 100 bins and

counting the occurrence of Γ(p) in each bin. We remove points in sparsely

populated regions; typically, points in bins that have less than 100 pixels are

removed from G.

4.5.1 Evaluation of lighting separation

We report the performance of our source separation technique on both syn-

thetic and a wide-range of real-world scenes.
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Synthetic experiments. We evaluate the source separation technique

on realistically-rendered scenes using the MITSUBA rendering engine [85].

Specifically, when we simulate the scene, we select two light spectra from [2]

and compute the errors for both separated images, as well as the light coef-

ficients, against the ground truth. For the scene with two lights, we report

these errors as a function of varying angular difference for the ground truth

spectra in Figure 4.6. We observe that the SNR values of the source separa-

tion are larger than 30dB for most of the lighting spectra, even for the worst

case, i.e. (1◦ in the angular difference), the SNR value can still be achieved

at 16dB, suggesting the robustness of our technique. We also showcase the

angular error against the ground truth coefficients. Note that the angular

error increases with the difference between the lighting spectra. This is due

to the fact that there is a decrease of the conic hull characterized by Γ as we

moved one lighting spectra away from the other. In particular, the poten-

tial region characterized the estimation errors also shrinks with the increase

similarity in lighting spectra.

Similarly, for the scene with three lights, we select the measured lighting

spectra from the dataset [2] and make sure the smallest angular difference of

the illumination coefficients for these selected lighting spectra is larger than

20◦ in degrees. In Figure 4.7, we report the errors against the ground truth

for 26 rendered flash/no-flash image pairs. As can be seen, our algorithm

is able to return the results larger than 20 dB for all the datasets. We also

include the visual results for two selected samples in Figure 4.7. As can
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Figure 4.6: Evaluation of the two-light source separation on synthetic
dataset. For each scene (source credit to [21]), we pick two measured illumi-
nant spectra from LSPDD database. We plot the errors measured against the
ground truth constituent images as a function of angular difference between
ground truth lighting coefficients.

be seen, our algorithm is able to capture the color and shadings for each

illuminant as well as produce the results very close to the ground truth.

Scenes with two lights. In Figure 4.8, we demonstrate our technique on

the scene with two lights sources and compare with ground truth captures.

Ground truth photographs were obtained by turning off the indoor light

sources to obtain the outdoor illuminated scene and then subtracting this

from the no-flash image to obtain the photograph with respect to the indoor

illumination. We also compare against a simple non-negative matrix factor-

ization (NNMF) as well as the technique proposed in Hsu et al. [77]. Naively
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Figure 4.7: Evaluation of the three-light source separation. For each gener-
ated scene, we illuminated it by three lighting spectra picked from LSPDD
database. We plot the measured errors against the ground truth constituent
images for 26 rendered scenes.

applying NNMF to the no-flash image leads to the loss of the colors. Hsu et

al. [77] use the no-flash photograph to estimate the relative contribution of

the light sources by introducing restrictive assumptions on the scene as well

as the colors of the illuminants; while we manually selected the light colors to

guide the reconstruction of this technique, there are numerous visual artifacts

due to the use of strong scene priors. In contrast, our technique produces

results that closely resemble the actual captured photographs, indicating its

robustness and effectiveness.
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(a) Input images(b) Matrix factorization(c) Hsu et al. [77](d) Our results(e) Ground truth
SNR 16.96 dB SNR 10.13 dB SNR 20.43 dB

Figure 4.8: We separate a no-flash image (a) into two components and com-
pare with matrix-factorization (b) and Hsu et al. [77] (c). Compared to the
ground truth images, we can see that matrix factorization produces noisy
colors (see the painting on the left), while Hsu et al. [77] produce an incor-
rect estimate of light color and shading. Our result (d) closely mimics the
actual captured results.

Scenes with three lights. The proposed technique is, to our knowledge,

the first to demonstrate three light source separation. In Figure 4.9, we

compare our technique to the ground truth on scenes with three lights. The

scene is illuminated under warm indoor lighting, a green fluorescent lamp

and cool skylight. Our lighting separation scheme produces visually pleasing

results with shadows and shadings that are consistent with those observed in

the ground truth. Figure 4.10 showcases separation on two additional scenes.

For the scene in the top row, our technique for estimating lighting coefficients

fails due to lack of shadows; to obtain the separation, we had to manually

pick the corners of G to estimate the illumination coefficients.
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(a) No-flash image (b) Flash image

(c) Our estimated separated images (SNR: 13.16dB)

(d) Captured photographs

Figure 4.9: We evaluate our technique on scenes with mixtures of three lights
and compare with the ground truth image. Our technique is able to capture
both the color and the shading for each of these sources and produce results
similar to the ground truth.

4.5.2 Evaluation of reflectance estimation

We report the performance of our reflectance estimation on both synthetic

datasets and real-world scenes.

Synthetic experiments. We use the MIT database [17] together with the

rendered scenes with ground truth to evaluate the performance of our tech-

nique. The examples are shown in Figure 4.5, 4.13, respectively. For the

each image in MIT database, we generate the no-flash images by using the
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(a) No-flash images (b) Flash images (c) Estimated separated images

Figure 4.10: We evaluate our technique on scenes with three lights. (top
row) We capture an image under warm indoor LED lights and two LED
lights with red and blue filter, respectively. Our technique is able to estimate
separated results that capture this complex light transport. (bottom row)
We image a scene under warm indoor lighting, a green fluorescent lamp and
cool skylight. Our separation results capture both the color and the shading
for each of these sources.

surface normals of each object and modulating with two point light source,

each with lighting spectrum in LSPDD database [2]. The corresponding

ground truth shading are generated by using the dot product of surface nor-

mal and lighting direction of each light source. To generate the pure flash

image, we use the point light source in the frontal view, i.e. the same as

the view direction. We use the no-flash/flash pair to show the performance

of the proposed technique, and also compare with the state-of-the-art tech-

niques. In particular, we evaluate against the baseline method by using color

retinex, single-image techniques of Shen et al. [135], Bell et al. [20], Li et

al. [94], Zhao et al. [159], Barron and Malik [17], as well as the multi-images

techniques of Weiss [151], Weiss + Retinex [66] and Hauagge et al. [68]. We

use the no-flash image as the input to test the performance of single-image
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Frame 40 Frame 16 Prinet et al. [120] Our results
(pure flash)

Figure 4.11: Sun- and Sky-light separation. We use photo on a cloudy day
as the pure flash image. Note that the Sun being a directional light source
casts sharp shadows onto the scene, while the Sky being an area light does
not induce shadows. As can be seen from the separated images, our algorithm
is able to produce good results with convincing color and shading attributes
for both sources in the scene.

techniques, and the no-flash/flash image pair for the multi-image techniques.

We characterize the performance of both reflectance and shading estimation

by testing on the synthetic data with varying objects in the database. We

use the relative GMSE to quantify the accuracy of the estimate, where it is

defined as

GMSE(x, x̂) = ‖x− α̂x̂‖2
2,

with α̂ = arg minα ‖x− αx̂‖2
2. That is, GMSE evaluates the results by com-

pensating the brightness difference in the separation. As can be seen from

Figure 4.12, we are able to produce results that are, in terms of GMSE error,

an order of magnitude better than the state-of-the-art methods.

Though our model performs well on the MIT database [17] for single ob-

ject, scenes with multiple objects present a more challenging scenario. To

illustrate this, we compare our method with the concurrent work on the
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scenes involving with more complicate objects by using MITSUBA render-

ing engine [85]. A few examples are shown in Figure 4.14. The rendering

images place a layer of difficulty to handle the interaction of illumination with

the objects, including inter-reflection, cast shadows. For each scene, we select

two lighting spectrum from LSPDD [2] database to render the image. In Fig-

ures 4.13 and 4.14, we showcase the performance against the state-of-the-art

techniques. As can be seen from Figure 4.13, most of the techniques assume

a single light color or one ambient white illuminant, which leads to color

variations in the shading to be incorporated into the reflectance estimates.

Unlike these approaches, our technique handles spatially-varying color illu-

mination, and correctly separates the detail in the shading and reflectance

layers.

Real scenes. Real images present a layer of difficulty well beyond simu-

lations and introduce inter-reflections, sub-surface scattering, cast shadows,

and imprecise light source localization. We test the performance of our re-

flectance and shading estimation algorithm on a wide range of real world

scenes. Figure 4.15 visually illustrates the performance of our technique for

the reflectance and shading on two real-world scenes and compares with state-

of-the-art techniques. The performance of these techniques on the real-world

scenes closely parallels the results we observed in the synthetic dataset. As

can be seen in Figure 13, our technique significantly outperforms the state-

of-the-art methods in the estimates for the reflectance and shading. While
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Figure 4.12: We evaluate the performance of different intrinsic image algo-
rithms on synthetic objects from the MIT database [66] when imaged under
two illuminants. For each object, we compute GMSE compared to the ground
truth. The plot (right) shows the mean error over all the test objects.

our technique requires one additional image, the only intrinsic image tech-

niques, that we are aware of, that can handle these situations either require

a larger set of images or significant user interaction. In contrast, our results

are completely automatic.

4.5.3 Applications

Source separation of the form proposed is invaluable in many applications.

We consider six distinct applications: white balancing under mixed illumi-

nation, post-capture editing of illuminant spectrum and brightness, sun/sky-

light separation, manipulation of camera spectral response, two-shot photo-

metric stereo and texture editing.

White balancing under mixed illumination. One of the applications

enabled by our technique is white balancing under mixed illumination. The
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No-flash Weiss + Retinex Shen et al. [135] Bell et al. [20]
GMSE: 0.451 GMSE: 0.411 GMSE: 0.521

Flash Hauagge et al. [68] Our method Ground truth
GMSE: 0.326 GMSE: 0.185

Figure 4.13: We evaluate the performance of our method against the state-
of-the-art methods on a rendered scene with mixture of two light sources.
In parallel to the results observed in 4.14, our method achieves the best
performance in term of GMSE. In addtion, as can be seen here, our technique
is able to attribute the illuminant brightness variation and induced shadows
into the shading layer while cluster the texture on the floor to the reflectance
layer.
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Methods Kitchen Living-room Living-room2 Dinning-room

Color retinex 0.732 0.571 0.679 0.511

Bell et al. 2014 0.591 0.428 0.547 0.401

Shen et al. 2013 0.486 0.392 0.478 0.384

Barron and Malik 2011 0.691 0.530 0.602 0.534

Zhao et al. 2012 0.457 0.316 0.413 0.283

Li et al. 2014 0.520 0.408 0.474 0.424

Weiss 0.621 0.501 0.598 0.448

Weiss + Retinex 0.573 0.475 0.531 0.391

Hauagge et al. 2014 0.412 0.219 0.399 0.219

Our method 0.258 0.150 0.216 0.199
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Figure 4.14: We evaluate the performance of different intrinsic image algo-
rithms on synthetic objects from the rendering images by MITSUBA [85]
under two illuminants. For each scene, we compute GMSE compared to the
ground truth and marked the best performance in red. As can be seen here,
the proposed technique is able to achieve best performance on all the test
scenes.

126



No-flash/ Weiss + Shen et al. Bell et al. Hauagge et al. Our results
flash images Retinex [66] [135] [20] [68]

Figure 4.15: We compare our estimated reflectance (row 1,3) and shading
(row 2,4) with state-of-the-art techniques. As can be seen here, our results
are significantly better than other technique. We handle spatially-varying
lighting, which is often baked into the reflectance for other methods (see the
light highlights on the wall, and shadows on the floor). We also accurately
separate texture from the shading (see the texture on the carpet and the text
on the table).
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vast majority of white-balance algorithms assume that the scene is lit by a

single dominant light source. In contrast, we are able to estimate and remove

the effect of spatially-varying lighting by using the Hull constraint. There

are two approaches to achieve this.

• Approach I. We can simply adjust the illumination coefficients in each

separated images. In particular, we substitute the estimated coefficients

b̂j in (4.18) with the coefficients corresponding to the neutral light spectra.

However, this approach requires us to estimate the light source coefficients

and their relative shading, which can only be performed for 3 or fewer light

sources.

• Approach II. We provide an alternative solution that provides the ability

to handle any number of light sources in the scene, albeit under some

assumptions on their colors. Specifically, we assume that ‖∑N
i=1 ηibi‖2 ≈

‖∑N
i=1 ηi‖2. That is,

∑
i 6=j ηiηjbibj ≈

∑
i 6=j ηiηj, or equivalently, bibj ≈ 1.

In essence, we have constrained the lighting spectra close to each other in

the low-dimensional model.

Now, recall that the no-flash intensity is

Iknf(p) = ‖ap‖
(

αTp
‖αp‖

)
Ek

N∑
i=1

ηi(p)bi, (4.15)
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the white balancing results at pixel p can be expressed as

Ikwb(p) = ‖ap‖
(

αTp
‖αp‖

)
Ek bwb

N∑
i=1

ηi(p), (4.16)

where bwb is the neutral light coefficients.

Given ‖∑N
i=1 ηibi‖2 ≈ ‖∑N

i=1 ηi‖2, we can substitute ‖β(p)‖ to express

(4.16) as

Ikwb(p) =

(
αTp
‖αp‖

)
Ek‖β(p)‖bwb

Our results are shown in Figures 4.16. We compare our results with those

from two algorithms that are designed to handle spatially-varying mixed

illumination — Hsu et al. [77] and Hui et al. [80]. Hsu et al. require that

the color of the illuminants and assume that only two light sources present

in the scene. While we manually specified this as input to their technique,

their result is not able to deal with extreme illumination (see Fig. 4.16).

Similar to our work, Hui et al. use a flash camera and can generalize to

an arbitrary number of scene illuminants. While Hui et al. [80] produces

the results of similar quality, their underlying image formation model is not

physically accurate; in particular, their method completely ignores the image

formation model in 4.1 and instead uses an empirical model that does not

account for camera spectral response.

Sunlight and skylight separation. An interesting application of two-

light source separation is in outdoor time lapse videos where it is often nec-
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(a) No-flash image (b) Flash image

(c) Hsu et al. [77] (d) Hui et al. [80] (e) Our result (I) (f) Our result (II)
(Mean error = 3.58◦) (Mean error = 0.88◦) (Mean error = 0.85◦) (Mean error = 0.92◦)

Figure 4.16: We evaluate our white balance method on a no-flash/flash pair
(a/b) from Hui et al. [80]. We compare the white balance results with both
Hsu et al. [77] and Hui et al. [80]. (c) Hsu et al. [77] require the light colors to
be manually specified but fail on the extreme illumination in this scene. (d)
Hui et al. use a flash image to improve results but rely on inaccurate physical
model. (e) Our method (both approach I (e) and approach II (f)) produces
the result which can achieve the same performance in terms of both visual
quality and angular error. Note that approach (II) is able to produces visual
appealing results as well as similar angular error measurements, making our
method applicable to arbitrary number of light sources in the scene.

essary to separate direct sunlight from indirect skylight. Figure 4.11 show-

cases the performance of light separation technique on an outdoor scene.

We identify a photograph with cloudy sky, where there is no direct sunlight

and the entire scene is lit only by the skylight, as a pure flash photograph.

Since our technique does not make any assumptions about the nature of

the flash illumination, we use skylight in place of the flash light. Also note

that skylight changes its color and intensity significantly during the course

of the day. Given this pure flash photograph, our separation scheme is able
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illuminant 1 illuminant 2 illuminant 1 illuminant 2 illuminant 1 illuminant 2

illuminant 1 illuminant 2 illuminant 1 illuminant 2 illuminant 1 illuminant 2

(a) No-flash image (b) Our light editing results

Figure 4.17: We separate no-flash images (a) into individual light compo-
nents, and recolor them to create photo-realistic results with novel lighting
conditions (b). We show the novel spectral distribution as well as the CIE
plots for the light sources. Note how our method changes the color and
brightness of each light while realistically retaining all shading effects.

to produce the results closely resemble to the manner of the sky and the sun

illumination. We compare our method with the video-based work of Prinet

et al. [120] on the time-lapse video sequence. While the method by Prinet

et al. does not require the pure flash image, it assumes that the colors of the

illuminants will not change which leads to artifacts in the separated images.

Post-capture manipulation of light color and brightness. Given the

separated results, we can adjust the brightness as well as the spectrum of a

particular light. Specifically, we can produce the photograph

Ĩ =
∑
j

‖βββ(p)‖2ααα
T
pE

kẑj(p)µjb̃j, (4.17)

where b̃j denotes the adjusted illumination coefficients and µj denotes the

changes in the brightness. Figure 4.17 shows an example of editing the light
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Nikon D700 Canon 5D Point Grey Grasshopper2 Nokia N900

Figure 4.18: Results on camera response editing. We show estimated ren-
dering results for different camera models.

color and brightness for the captured no-flash images. We experiment by

adjusting the parameters µj and b̃j in (4.17). The rendered photographs

are both visually pleasing and photo-realistic in their preservation of shading

and shadows.

Manipulation of camera spectral response. Another unique capability

of the proposed method is its ability to edit camera spectral response. We

can achieve this as follows. Given the estimate of the separated image as

Îksep,j(p) = ‖β‖α>pEkẑj(p)b̂j. (4.18)

and

Ek(i, j) =

∫
λ

ρ̃i(λ)Sk(λ)˜̀j(λ)dλ,

we are able to change the camera spectral response Sk(λ) with a novel spec-

tral distribution function Ŝk(λ). Specifically, we change the captured no-

flash image with novel camera response function and show the results in

Figure 4.18.
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Flash/no-flash photometric stereo. Photometric stereo [140,152] meth-

ods aim to surface shape (usually normals) of an object from images obtained

from a static camera under varying lighting. For Lambertian objects, this re-

quires a minimum of three images. Recently, techniques have been proposed

to do this from a single shot where the object is lit by three monochromatic

red, green, and blue, directional light sources [28, 32]. However this estima-

tion is still ill-posed and requires additional priors. We propose augmenting

this setup by capturing an additional image lit by a flash collocated with

the camera. We use our proposed technique for source separation to create

three images (plus the pure flash image), at which point we can use standard

calibrated Lambertian photometric stereo to estimate surface normals. As

shown in Figure 4.19 this leads to results that are orders of magnitude more

accurate than the state-of-the-art technique [32]. More comparisons can be

seen in the supplementary material.

Texture editing. Given the estimated reflectance and shading, we are

able to edit on top of the estimates. In particular, we can operate on the

reflectance layer to enable the texture editing of the scene. Figures 5.1 and

4.20 showcase the performance of texture editing on two real scenes. Note

that the texture editing always placed a challenge for the state-of-the-art

methods due to the underlying ambiguities in the intrinsic image decomposi-

tion. As can be seen here, our technique is able to produce visually appealing

results and align well with the ambient illumination.
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Mean error
23.42

Mean error
0.57

Mean error
22.91

Mean error
0.63

(a) RGB (b) Results of [32] (c) Our result (d) Ground truth
image pair normals

Figure 4.19: Results on two-shot captured photometric stereo of real objects.
We show estimated normal map for our technique as well as that of single-
shot method of Chakrabarti et al. [32]. We include the mean of the angular
errors for the estimated surface normals.
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Original image Edited result Original image Edited result

Figure 4.20: Results on texture editing of a real scene. We show edited
results for our technique on the real scene. As can be seen here, the edit
texture on the sofa aligns well the ambient illumination, which demonstrate
the robustness of our technique on intrinsic image decomposition.
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Chapter 5

Single photograph illumination

analysis

Natural environments are often lit by multiple light sources with different

illuminant spectra. Depending on scene geometry and material properties,

each of these lights causes different light transport effects like color casts,

shading, shadows, specularities, etc. An image of the scene combines the

effects from the different lights present, and is a superposition of the images

that would have been captured under each individual light. We seek to invert

this superposition, i.e., separate a single image observed under two light

sources, with different spectra, into two images, each corresponding to the

appearance of the scene under one light source alone. Such a decomposition

can give users the ability to edit and relight photographs, as well as provide

information useful for photometric analysis.
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However, the appearance of a surface depends not only on the properties

of the light sources, but also on its spatially-varying geometry and material

properties. When all of these quantities are unknown, disentangling them is a

significantly ill-posed problem. Thus, past efforts to achieve such separation

have relied heavily on extensive manual annotation [24–26] or access to cali-

brated scene and lighting information [41, 42]. More recently, Hui et al. [81]

demonstrate that the lighting separation problem can be reliably solved if

one additionally knows the reflectance chromaticity of all surface points —

which they recover by capturing a second image of the same scene under

flash lighting. Given that the flash image is used in their processing pipeline

only for estimating the reflectance chromaticity, could we computationally

estimate the reflectance chromaticity from a single image, thereby avoiding

the need to capture a flash photograph all together? This would greatly

enhance the applicability of the method especially for scenarios where it is

challenging to sufficiently illuminate every pixel with the flash (e.g., when

the flash is not strong enough, the scene is large, or the ambient light sources

are too strong).

Our work is also motivated by the success of deep convolutional neu-

ral networks for solving closely related problems like intrinsic decomposi-

tions [95, 160], and reflectance estimation [96, 124, 148]; hence, we propose

training a deep convolution neural network to perform this separation. How-

ever, we find that standard architectures, trained only with the respect to

the quality of the final separated images, are unable to learn to effectively
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(a) Input image (b) Output separated images

Figure 5.1: Our method separates a single image (a) captured under two
illuminants with different spectra (sun and sky illumination here) into two
images corresponding to the appearance of the scene under the individual
lights. Note that we are able to accurately preserve the shading and shadows
for each light.

perform the separation. Therefore, we guide the design of our network using

a physics-based analysis of the task [81] to match the expected sequence of

inference steps and intermediate outputs — reflectance chromaticities, shad-

ing chromaticities, separated shading maps, and final separated images. In

addition to ensuring that our architecture has the ability to express these

required computations, this decomposition also allows us to provide supervi-

sion to intermediate layers in our network, which proves crucial to successful

training.

We train our network on two existing datasets: the synthetic database of

Li et al. [95], and the set of real flash/no-flash pairs collected by Aksoy et

al. [8] — using a variant of Hui et al.’s algorithm [81] to compute ground-
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truth values. Once trained, we find that our approach is able to successfully

solve this ill-posed problem and produce high-quality lighting decompositions

that, as can be seen in Figure 5.1, capture complex shading and shadows. In

fact, our network is able to match, and in specific instances outperform, the

quality of results from Hui et al.’s two-image method [81], despite needing

only a single image as input.

5.1 Related Work

Estimating illumination and scene geometry from a single image is a highly

ill-posed problem. Previous work has focused on specific subsets of this

problem; we discuss previous works on illumination analysis as well as prior

attempts of intrinsic image decomposition that aim to jointly estimate the

illumination and surface reflectance.

Illumination estimation. Estimating the ambient illumination from a

single photograph has been a long-standing goal in computer vision and

computer graphics. The majority of past techniques have been extensive

studied in literature of color constancy [61] — the problem of removing the

color casts of ambient illumination. One popular solution is to model the

scene with single dominant light source [52,55,60]. To deal with the mixture

of lightings in the scene, previous works [45, 62, 126] typically characterize

each local region with different but single light source. However, these ap-
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proaches cannot generalize well to scenes where multiple light sources mix

gracefully. To address this, Boyadzhiev et al. [27] utilize user scribbles to

indicate color attributes of the scene such as white surfaces and constant

lighting regions. Hsu et al. [77] propose a method to address mixtures of two

light sources in the scene; however, they require the precise knowledge of the

color of each illuminant. Prinet et al. [120] resolve the color chromaticity of

two light sources by utilizing the consistency of the reflectance of the scene

in a sequence of images. Sunkavalli et al. [144] demonstrate this (and image

separation) for time-lapse sequences of outdoor scenes.

In parallel, many techniques have been developed to explicitly model the

illumination of the scene, rather than removing the color of the illuminants.

Lalonde et al. [92] propose the parametric model to characterize the sky and

sun for the outdoor photographs. Hold-Geoffroy et al. [75] extend the idea

to model the outdoor illumination by incorporating a deep neutral network.

Gardner et al. [59] utilize a data-driven approach to represent the indoor

illumination from a single LDR photograph. In contrast, our method does

not model the illumination in certain form, but directly regresses the single-

illuminant images.

Intrinsic image decomposition. Intrinsic image decomposition methods

seek to separate a single image into a product of reflectance and illumination

layers. This problem is commonly solved by assuming that reflectance of the

scene is piece-wise linear while the illumination shading varies smoothly [18].
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Several approaches developed along this line by further imposing priors on

non-local reflectance [20, 135, 159], on the consistency of reflectance for the

images sequence taken under static camera [66, 68, 90]. A common assump-

tion in intrinsic image methods is that the scene is lit by a single dominant

illuminant. This does not generalize to real world scenes with visually com-

plex object and illuminated with mixture of multiple light sources. Recently,

the vast majority of techniques [95,97] are devoted to deep neutral networks

with large amount of data to improve the conditioning of the problem. While

effective, these techniques also focus on the scene illuminated with single light

source. Barron et al. [15, 17] resolve this by incorporating the global light-

ing model to characterize spatially-varying illumination. While this lighting

model works well for single object, it is unable to capture high-frequency

spatial information, like shadows that are often present in real scenes. In

comparison, our technique is well-suited for the scene with mixture of multi-

ple light sources and able to work well for the scenes with complex geometry.

In addition, as opposed to predicting the reflectance of the scene, our method

only requires to predict its chromaticity, which is an easier problem to solve.

5.2 Problem Statement

Our objective is to take as input, a single photograph of a scene lit by a

mixture of two illuminants, and estimate the images lit by each single light

source. This is a severely ill-posed problem and we propose solving it using
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Input

Illuminant shadings 

ShadingNet 

Reflectance chromaticity

Reflectance chromaticityInput RGB image

Illuminant shadings Separated images

ChromNet 
SeparateNet

Separated images 

Supervision

RGB images

Figure 5.2: Given a single image under the mixture of lighting, our method
automatically produces the images lit by each of these illuminants. We train
a cascade of three sub-networks with three specific tasks. First, we estimate
the reflectance color chromaticity of the scene via ChromNet. Given this
estimation, we concatenate it with the input RGB image and feed them into
ShadingNet to predict the illuminant shadings. We append these to the input
image and pass it to SeparateNet to produce the output. During training, we
supervise the reflectance chromaticity, illuminant shadings and the separated
images.

deep neural networks. In this section, we set up the image formation model

and describe the physical priors we impose to supervise the intermediate

results produced by the network.

5.2.1 Problem setup and image formation

We adopt the image formation model from Hui et al. [81] by assuming that

the scene is Lambertian and is imaged by a three-channel color camera.

However, instead of modeling infinite-dimensional spectra using subspaces,
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we assume that the camera color response is narrow-band, allowing us to

characterize both the light source and albedo in RGB. That is, the intensity

observed at a pixel p in a single photograph I is given by:

Ic(p) = Rc(p)
N∑
i=1

λi(p) `ci , for c ∈ {r, g, b}, (5.1)

where R(p) = [Rr(p), Rg(p), Rb(p)] is the three-color albedo. In our work,

we focus on the scenes that are lit by N = 2 light sources and we denote the

light chromaticities as {`1, `2}. Note that `i = [`ri , `
g
i , `

b
i ] ∈ R3 with

∑
x `

x
i =

1. Similar to Hui et al. [81], we assume that the light source chromaticities

are unique, i.e., `1 6= `2. The term λi(p) is the shading observed at pixel p

due to the i-th light source multiplied by the light-source brightness. Given

the fact that two sources with the same color are clustered together, the

shading term λi(p) has a complex dependence on the lighting geometry and

does not have a simple analytical form. Our goal is to compute the separated

images corresponding to the each light source k as:

Îcsep,k(p) = Rc(p) λk(p) `ck. (5.2)

To solve this, Hui et al. [81] capture additional image under flash illu-

mination, that is used to compute the reflectance color chromaticity of the

scene, from which it is able to isolate the reflectance from the illumination

shading. Given the reflectance invariant space, they solve for the lighting
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colors of each light source as well as the per-pixel contribution of each illumi-

nant. We provide a quick summary of the key steps of their computational

pipeline, adapted to the RGB color model.

Step 1 — Flash to reflectance chromaticity. The pure flash photograph en-

ables us to estimate the reflectance chromaticity αc(p) defined as

αc(p) =
Rc(p)∑
xR

x(p)
. (5.3)

Step 2 — Estimate shading chromaticity. Using the reflectance chromaticity

αc(p), we next derive the shading chromaticity γc(p) defined as

γc(p) =

∑
i λi(p) `ci∑
j λj(p)

=
N∑
i=1

zi(p) `ci , (5.4)

where we denote

zi(p) =
λi(p)∑N
j=1 λj(p)

(5.5)

as the relative shading term. As indicated by Hui et al. [81], γ is key for

estimating the relative shading from the illumination shadings, from which

we are able to separate the images with respect to the illuminant colors.

Step 3 — Estimate relative shading. From the shading chromaticity, the

illuminant shadings Sci for each light source is

Sci (p) = zi(p)`ci . (5.6)
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We can now get the separated images using the following expression:

Îcsep,k(p) = Ic(p)
Sck(p)∑N
i=1 S

c
i (p)

. (5.7)

In this chapter, we design our network by mimicking the steps in the

derivation above, but each processing element is replaced with deep net-

works as shown in Figure 5.2. In particular, we utilize three sub-networks —

ChromNet, ShadingNet and SeparateNet — to estimate the reflectance chro-

maticity, illuminant shadings and separated images, respectively. ChromNet

predicts the values of reflectance chromaticity α, defined in (5.3), with its

input being the RGB image that we seek to separate. ShadingNet takes in

as the output of ChromeNet concatenated with the input RGB image to

regress the illuminant shadings in (5.6). Finally, SeparateNet gathers the

estimated illuminant shadings as well as the input RGB image to estimate

the separated images.

5.2.2 Generating the training dataset

We utilize the databases of CGIntrinsics [95] and Flash/No-Flash [8] to pro-

duce (approximate) ground truth reflectance chromaticity, illuminant shad-

ings and separated images. Figure 5.3 shows an example of the training data

from each dataset.

The CGIintrinsics dataset consists of 20160 rendered scenes from SUNCG [141]

and provides the ground truth reflectance, from which we compute the re-
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flectance chromaticity. We then estimate the shadings chromaticity by using

(5.4).

The Flash/No-flash dataset consists of 2775 image pairs. We estimate the

reflectance chromaticity as the color chromaticity of the pure flash image,

which is the difference between the flash and the no-flash photograph. We

anecdotally observed that the majority of the scenes in this dataset are only

illuminated by a single light source — which, as such, makes it uninteresting

for our application. To resolve this, we add the flash image back to no-

flash image and create photographs illuminated by two light sources. By

changing the color of the flash photograph, we can enhance the amount of

training data; this allows us to generate 29060 input-output pairs, where the

input is a photo, and the output is the reflectance chromaticity, a pair of its

corresponding illuminant shadings as well as the separated images.

5.3 Learning Illuminant Separation

Now that we have the training data for the intermediate results, i.e. re-

flectance chromaticity, relative shadings and separated images, we detail our

approach for learning the relationship between a single photo and its con-

stituent images lit by each illuminant.
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(a) Input (Top) / (b) Illuminant (c) Separated
Chromaticity (Bottom) shadings images

Figure 5.3: We showcase each sample of train pairs from CGIntrinsics (top)
and Flash/No-flash database (bottom). Given the input photograph (a),
we use reflectance chromaticity together with illuminant shadings (b) and
separated images (c) to supervise the output of the network.
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5.3.1 Network architecture

As shown in Figure 5.2, we use a deep neural network to match the compu-

tation of the separation algorithm in Section 5.2. Specifically, our network

consists of three sub-networks that produce the reflectance chromaticity, il-

luminant shadings, and the separated images respectively.

ChromNet. We design the first sub-network to explicitly estimate the re-

flectance chromaticity (5.3) from the input color image. This essentially

requires the network to solve the ill-posed problem of estimating and remov-

ing the illumination color cast given only a single photograph. We adopt an

architecture similar to that of Johnson et al. [86] to map the input image to

a three channel reflectance chromaticity map.1

ShadingNet. The second sub-network in our framework takes reflectance

chromaticity estimates as inputs, and solves for the two illuminant shadings

in (5.6). From Section 5.2, we expect the first part of this computation to

involve deriving γ from the chromaticities and original input, on a purely per-

pixel basis as per (5.4). However, we found computing the γ values explicitly

to lead to instability in training, likely since this involves a division. Instead,

we produce a general feature map intended to encode the γ information (note

that we do not require it to exactly correspond to γ values): we concatenate

1A detailed description of the construction of each subnetwork is provided in the sup-
plemental material. We will also release our code base, training data and trained models
upon acceptance.
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the input image with the estimated chromaticities, and include two 1 × 1

convolution layers to produce a 16-channel feature map.

Given this feature map, our second sub-network produces the two sepa-

rated illuminant shading maps. Since this requires global reasoning, we use

an architecture similar to the pixel-to-pixel network of Isola et al. [84] to

incorporate a large receptive field. However, since we need to produce two

outputs shading maps from a single input feature map, we retain their ar-

chitecture for the encoder that maps the feature map to a coarse resolution

bottleneck, and include two copies of the decoder each of which maps this

coarse output a different three-channel illuminant shading map. Both de-

coders in this architecture receive skip-connections from intermediate layers

of the encoder.

SeparateNet. Given the illuminant shadings and previously estimated re-

flectance chromaticity, the last computation step is to produce the separated

images. Here again, we use a series of pixel-wise layers to express the com-

putation in (5.7). Our third sub-network concatenates the two predicted

shading maps and the input RGB photograph into a nine-channel input, and

uses three 1 × 1 convolution layers to produce a six-channel output corre-

sponding to the two final separated RGB images.

Note that the output of our first sub-network—reflectance chromaticity—

is sufficient to perform separation using the method of Hui et al. [81]. How-

ever, training this sub-network based directly on the quality of reflectance
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chromaticity estimates proves insufficient, because the final separated image

quality can degrade differently with different kind of errors in chromaticity

estimates. Thus, our goal is to instead train the reflectance chromaticity

estimation sub-network to be optimal towards final separation quality. Un-

fortunately, the separation algorithm in [81] has non-differentiable processing

steps, as well as other computation that produces unstable gradients. Hence,

we use two additional sub-networks to approximate the processing in Hui et

al.’s algorithm [81]. However, once trained, we find it is optimal to directly

use the reflectance chromaticity estimates with the exact algorithm in [81],

over the output of these sub-networks.

5.3.2 Loss functions

ChromNet loss. For the reflectance chromaticity estimation task, we use

a scale-invariant loss. We also incorporate `1 loss in gradient domain, to

enforce that the estimated reflectance chromaticity is piece-wise constant. In

particular, we define our loss function as

Lα =
1

M

M∑
i=1

‖α∗i − cααi‖1 +
L∑
t=1

1

Mt

Mt∑
i=1

‖∇α∗t,i − cα∇αt,i‖1, (5.8)

where α∗ denotes the predicted chromaticity, α is the ground truth provided,

and cα is a term to compensate for the global scale difference, which can be

estimated via least squares. We also use mask to disregard the loss at pixels

where we do not have reliable ground truth (e.g. pixels that are close to
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black or pixels corresponding to the outdoor environment map in the SUNCG

dataset). M indicates the total number of valid pixels in an image. Similar

to the approach of Li et al. [95], we include a multi-scale matching term,

where L is the total number of layers specified (3 in the chapter) and Mt

denotes the corresponding number of pixels not masked as invalid pixels.

ShadingNet loss. We impose an `2 loss on both the absolute value and the

gradients of the relative shadings. This encourages spatially smooth shading

solutions (as is commonly done in prior intrinsic images work). However,

the network outputs two potential relative shadings and swapping these two

predictions should not induce any loss. To address this, we define our loss

function as

LS = min{LS11 + LS22 ,LS12 + LS21}

where LSij
denote the loss between the i-th output with j-th illuminant

shadings defined in (5.6). Specifically, LSij
is defined as LSij

= Ldata(i,j) +

Lgrad(i,j), where

Ldata(i,j) =
1

M

M∑
u=1

‖S∗i,u − cSSj,u‖2, (5.9)

Lgrad(i,j) =
L∑
t=1

1

Mt

Mt∑
u=1

‖∇S∗i,t,u − cS∇Sj,t,u‖2, (5.10)

Here, S∗i denotes the i-th illuminant shading prediction while Sj is the ground

truth, and cS is the global scale to compensate for the illuminant brightness.
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SeparateNet loss. Our loss for the two separated images is similar to our

ShadingNet loss:

LI = min{LI11 + LI22 ,LI12 + LI21},

where LIij is the `1 loss. Specifically, LIij is defined as

LIij =
1

M

M∑
u=1

‖I∗i,u − cIIj,u‖1, (5.11)

where, I∗i denotes the i-th separated image predication while Ij is the ground

truth for the j-th light source, and cI is scale factor for the global intensity

difference.

5.4 Evaluation

We now present an extensive quantitative and qualitative evaluation of our

proposed method. Please refer to our supplementary material for more details

and results.

5.4.1 Test dataset

Synthetic benchmark dataset. To quantitatively evaluate our method,

we utilize the high quality synthetic dataset of [23]. This dataset has ap-

proximate 52 scenes, each rendered under several different single illuminants.

We first white balance each image of the same scene, and then modulate
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the white-balanced images with pre-selected light colors; these represent the

ground truth separated images. The input images are then created by adding

pairs of these separated images, each corresponding to one of the lights in

the scene. We produce 400 test samples in the dataset and use both of the

ground truth of reflectance chromaticity and separated results to evaluate

our method.

Real dataset. We also evaluate the performance of our proposed technique

on real images captured for both indoor and outdoor scenes. Specifically, we

utilize the dataset of the indoor scenes collected by Hui et al. [81] as well

as time-lapse videos for outdoor scenes. Hui et al. [81] capture a pair of

flash/no-flash for the same scene. We take the no-flash images in the dataset

as the input to the network. For the time-lapse videos, each frame serves as

a test input as shown in Figure 5.1 (a).

Training details. We resize our training images to 384 × 512. We use

Adam optimizer [89] to train our network with β1 = 0.5. The initial learning

rate is set to be 5×10−4 for all sub-networks. We cut down the learning rate

by 1/10 after 35 epochs. We then train for 5 epochs with the reduced learning

rate. We ensure that all our networks have converged with this scheme.

Error metric. We characterize the performance of our approach on both

reflectance chromaticity and the separated images. We adopt the `1 error

to quantitative measure the performance of the reflectance chromaticity. To
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Methods Chromaticity Separated Images

Proposed
Chrom-Only 0.0308 0.0398

Final-Only — 0.0351

Full-Direct 0.0537 0.0288

Full+ [81] 0.0537 0.0207

SingleNet — 0.0679

Shen et al. [135] 0.0821 0.0791

Bell et al. [20] 0.0785 0.0763

Li et al. [95] 0.0833 0.0821

†Hsu et al. [77] — 0.0678

†Hui et al. [81] — 0.0101

† Use additional information as input.

Table 5.1: We measure performance of versions of our network—trained
with different kinds of supervision, and with different approaches to perform
separation—as well as other baselines. Reported here are `1 error values for
both estimated reflectance chromaticity (when available), as well as the final
separated images.

evaluate the performance of the separated results, we compute the error for

the separated result against the ground truth as:

Loss = min{EI1,1 + EI2,2 , EI1,2 + EI2,1} (5.12)

where E denote the `1 error between two images. We use a global scale-

invariant loss because we are most interested in capturing relative variations

between the two images.
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(a) Input (b) SingleNet (c) Final-Only

(d) Chrom-Only (e) Full-Direct (f) Full+ [81]

Figure 5.4: Qualitative comparison of image separation results of different
versions of our network, as well as of the single encoder-decoder architecture
network (SingleNet). We see that both SingleNet and our Final-only model
both fail to separate the effects of illuminant shading from the input. Our
Chrom-Only model yields a better result, but has severe artifacts in certain
regions—highlighting that better chromaticity estimates do not lead to better
separation. The results from our model with Full supervision yields the best
results—with better separation of shadow and shading effects when we use
its chromaticity outputs in conjunction with [81].

5.4.2 Quantitative results on synthetic benchmark

We next measure performance quantitatively on the synthetic dataset for

our approach and compare it to several baselines and report these in Ta-

ble 5.1. We begin by quantifying the importance of supervision. We train

different models for our network: with full supervision, with supervision only

on the quality of the final separated images (Final-Only), and training only

the first sub-network, i.e., ChromNet, with supervision only on reflectance
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chromaticities (Chrom-Only). Moreover, for our fully supervised model

(Full), we consider using the separated images directly predicted by our full

network (Full-Direct), as well as taking only the reflectance chromaticity

estimates and using Hui et al.’s algorithm [81]—which includes more complex

processing—to perform separation (Full+ [81]). For the model with only

chromaticity supervision, we use [81] as well to perform separation, and for

the final-only supervised model (where intermediate chromaticities are not

meaningful), we only consider the final output.

We find that our model trained with full supervision has the best perfor-

mance in terms of the quality of final separated images. Interestingly, the

Chrom-Only model is better at predicting chromaticity, but as expected,

this does not translate to higher quality image outputs. The Final-Only

model also yields worse separation results despite being trained with respect

to their quality, highlighting the importance of intermediate supervision. Fi-

nally, we find that using our Full model in combination with [81] yields

comparatively better results than taking the direct final output of the net-

work. Thus, our final sub-networks (ShadingNet and SeparateNet) are able

to only approximate [81]’s algorithm. Thus, their main benefit in our frame-

work is in allowing back-propagation to provide supervision for chromaticity

estimation, in a manner that is optimal for separation.

We also include comparisons to a network with a more traditional archi-

tecture (rather than three sub-networks) to do direct separation (SingleNet).

We use the same architecture as the encoder-decoder portion of our Shad-
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ingNet, and train this again with supervision only on the final separated

outputs. We find that this performs significantly worse (than even Final-

Only), illustrating the utility of our physically-motivated architecture. Fi-

nally, we also include the comparisons with baselines where different intrinsic

image decomposition methods [20, 95, 135] are used to estimate reflectance

chromaticity from a single image, and these are used for separation with [81].

We find these methods yield lower accuracy in both reflectance chromaticity

estimation and lighting separation—likely because they, like most intrinsic

image methods, assume a single light source.

Finally, we evaluate on two methods that require additional information

beyond a single image: ground truth light colors for Hsu et al. [77], and a

flash/no-flash pair which provides direct access to reflectance chromaticity,

for Hui et al. [81]. We produce better results than [77], but as expected,

[81] yields the most accurate separation with direct access to chromaticity

information — but requires capturing an additional flash image.

5.4.3 Qualitative evaluation on real data

Figure 5.4 shows results on a real image for the different versions of our

network (as well as of SingleNet), while Figure 5.5 compares our results

to Hui et al.’s method [81] when using a flash/no-flash pair. These results

confirm our conclusions from Table 5.1 — we find that the version of our

network trained with full supervision performs best, especially when used

in combination with [81] to carry out the separation from predicted chro-
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(a) Input photographs

(b) Hui et al. [81] (c) Ours

Figure 5.5: We evaluate our technique against the flash photography tech-
nique by Hui et al [81]. While the proposed method may lead to small
artifacts in the resulting image, we can achieve nearly the same visual qual-
ity as Hui et al. [81], which captures two photographs for the same scene. In
comparison, the proposed technique by using single photograph yields more
practical solution to the problem.

maticities. Moreover, despite requiring only a single image input, it comes

close to matching Hui et al.’s [81] performance with a flash/no-flash pair. We

show an example in Figure 5.6 where our method affords a distinct advan-

tage even when an image with flash is available, but when several regions in
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the scene are too far from the flash. This leads to artifacts in those regions

for [81], while our approach is able to perform a higher quality separation.

The accompanying supplementary material contains additional results and

comparisons for time-lapse videos and indoor scenes.
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(a) Input

(b) Hui et al. [81]

(c) Ours

Figure 5.6: For the outdoor scene (a), the flash is not strong enough to
illuminate the far-away scene points, which results in the artifacts in (b). In
contrast, our method takes a single photograph and does not rely on flash
illumination. As can be seen, the artifacts can be eliminated and visual
quality has been significantly improved.
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Chapter 6

Conclusions

In the dissertation, we present the approach to solve for the reflectance, shape

and illumination of the scene from photographs. In particular, we demon-

strate the feasibility of shape and SV-BRDFs estimation using the setup of

photometric stereo, as well as the reflectance capture using a collocated light

source and camera, a hardware setup that is commonly found in mobile de-

vices. In addition, we have addressed the illumination analysis problem in

terms of color constancy and light source separation. This ability to analyze

and isolate lights in turn leads to state-of-the-art results on white balancing,

intrinsic image decomposition, illumination editing, and color photometric

stereo. We believe that this is a significant step towards true post-capture

lighting control over images.

For the shape and reflectance estimation, we first present a photometric

stereo technique for per-pixel normal and BRDF estimation for objects that
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are visually complex. We demonstrate that the use of a BRDF dictionary

significantly simplifies the inverse problem and provides not just state-of-

the-art results in normal and BRDF estimation but also works robustly on

a wide range of real scenes. The hallmark of our approach is the ability to

obtain surface normal and SV-BRDF estimates without requiring complex

iterative techniques endemic to state-of-the-art techniques. Finally, our per-

pixel estimation framework is ripe for further speed-ups by solve for the shape

and reflectance at each pixel in parallel. To solve for the problem under the

easy-to-deploy capture setup, we show that univariate sampling, commonly

believed to be undesirable for reflectance estimation, can offer high-quality

estimates of SV-BRDFs.

To estimate the illumination of the scene, we address two subset of prob-

lems. We first address the under-constrained problem of color constancy

under complex spatially-varying illumination, and shown that using flash

photography results in a closed-form solution to this problem. Our technique

is automatic and does not rely on assumptions about the scene lighting or

user inputs, which are endemic to all previous works. We further extend the

scope of the problem by automatically separating an image into constituent

images lit by each illuminant. This separation can be used to support appli-

cations like white balancing, lighting editing, intrinsic image decomposition,

and RGB photometric stereo, where we demonstrate results that outperform

state-of-the-art techniques on a wide range of images. However, the idea is

build upon the use of a pair of flash and no-flash images, which is prone
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to the flash shadows, flash highlights as well as the movement between the

image pair. To solve that, we train a deep neural network to predict the

per-pixel reflectance chromaticity of the scene, which we use in conjunction

with a previous flash/no-flash image-based separation algorithm to produce

the final two output images.

6.1 Limitations

While our approach is good predicting at reflectance, geometry and scene

illumination via the use of mobile device, it has issues regarding to practi-

cal applications concerns. We have detailed the limitations of the proposed

methods as follows.

Calibration. To recover the shape and BRDF via the use of photometric

setup, we require light calibration and hence, our method is most suited to

shape and reflectance acquisition from light-stages where the light sources

are fixed and the calibration is a one-time effort. To capture the reflectance

via the mobile device, our method is limited to near-planar samples with

little depth variation. This is because we rely on a planar geometric proxy to

align the multiple captured images. The light intensity across the material

sample should be uniform and significantly greater than the ambient light

levels. Our method requires alignment for the input sequence. Imprecise

alignment may lead to the blurry of the results
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To estimate the illuminant colors and even separate the light sources,

we assume that the scene is Lambertian, and hence our methods will fail

on opaque objects that are extremely shiny (like mirrors). However, the

incorrect results will be localized to the objects since the processing is largely

per-pixel and the conic hull processing is inherently robust to outliers via the

use of RANSAC and other pre-processing techniques.

For both cases, we assume the radiometric response of the camera is

linear.

BRDF estimation. To estimate the per-pixel BRDF, we assume that the

scene lies in the linear span of our dictionary. In the failure of this, our results

can be unpredictable. Here, the need for a larger dictionary encompassing

hundreds, if not thousands, of materials would be invaluable for the broader

applicability of our method.

Illumination estimation. Our separation technique may fail to identify

the correct illumination if there are no shadows in the scenes. A true pla-

nar scene with even two light sources can produce poor results in terms of

source separation. Our experience has been that while separated images and

illuminant colors are estimated incorrectly, relighting the scene often looks

visually pleasing (even if non-realistic). While we enable the capability in

lighting separation with single photograph by the use of deep neutral net-

work, it is inherently limited by the data we used to train the network, where

we require the input images are only illuminated by two illuminants.
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6.2 Future work

To address the limitations and further improve the proposed method, we

would like to continue working on the shape, reflectance and illumination

estimation with respect to the following concerns.

Shape and reflectance estimation. Our method requires the calibration

for both the light and camera, as well as the little depth variation of the

objects, both of which make the method inconvenient and often difficult

to use. Recently, we notice that mobile phone manufacturers have started

producing a time-of-flight or structured-light direct depth sensor to their

phones. This directly provides the depth measurements, and hence allows

us to use it in aligning multiple captured images. In addition, by assuming

the single point light source and collocated setup of camera and light source,

we are able to solve for the lighting directions and camera poses. Now, we

can apply our technique to solve for the reflectance and shape. This enables

us to not only obviate the needs for the calibration, but also generalize our

approach to the objects with arbitrary complex shape with SV-BRDFs.

More recently, deep neural network-based techniques have been proposed

for estimating SV-BRDFs and shape of the objects from a single image [97].

While the method provides high-quality results for complex objects, it cannot

be well generalized to the scenes with large distance to the camera by the use

of flash light. Our long-term goal is to be able to recover the geometry of the

scene as well as the reflectance of each object. Compared to past techniques
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in the field of intrinsic image, we focus on the objects with non-Lambertian

BRDF and aim for introducing compact representation for BRDFs.

Reflectance and illumination editing. Given the separated image un-

der single light source, a potential idea would be to use these estimates as a

prior to guide the reflectance and shading separation. In that sense, it might

be particularly interesting to incorporate the lighting separation to improve

the intrinsic image decomposition. Note that the separated images share the

same reflectance while being illuminated by different light source. This nat-

urally provides a mini video sequence under a static camera, i.e. a two-image

sequence for two light sources in the scene. We can initialize the reflectance

and shading as the results generated by the method of [151], and introduce

an iterative optimization scheme to refine the initial estimates. Another so-

lution would be to feed the separated images into an extra sub-network to

produce the reflectance and illuminant shadings.

Photometric stereo. Photometric stereo [152] seeks to estimate the shape

of an object from images obtained from a static camera and under varying

lighting. While it is able to return high quality estimates by the use of static

camera, it requires multiple images as well as single light source in the scene.

To reduce the number of input images, techniques have been proposed with

a single shot where the object is lit by three monochromatic red, green, and

blue, directional light sources [32]. However this estimation is still ill-posed

and requires additional priors. Our technique by separating the illumination
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with respect to the light color provides a possibility to solve this problem.

Similar to our method in two-light separation, we can pre-train a network

to predict the reflectance chromaticity given the input images, which are

illuminated by monochromatic red, green, and blue, directional light sources.

Anohter interesting application of our light source separation is in out-

door photometric stereo, which it is often necessary to produce the geometry

of the buildings from a recorded time-lapse video. However, the outdoor illu-

mination is not single directional light, which consists of both direct sunlight

and indirect skylight. Given our technique to separate the sunlight from the

skylight from a single photograph, we are able to produce the images only

illuminated by the directional light source, i.e. sunlight. This enables us

to apply Lambertian photometric stereo to generate the shape of the target

buildings.

Relighting the scene. While our method is able to separate the light

sources, the proposed method cannot estimate the position of the light source

and relight the scene with novel illuminants. Recently, Gardner et al. [59]

utilize the neutral network to solve the problem from LDR input images.

Inspired by this work, the problem might be solved by adding an extra sub-

network to predict the location of the light source from our relative shading

estimates. In contrast to the work of [59], we are able to remove the effects of

reflectance and provide the shadings, which are significantly easier to learn for

the position of light sources. To this end, the estimation might be explicitly
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enhanced to improve performance by using the relative shadings .

Computation power of mobile devices. While deep learning based

techniques have received bulk of attention, the advances are not necessar-

ily making networks more efficient with respect to size and speed. To apply

proposed techniques in mobile devices, it is desirable to achieve good perfor-

mance in a timely fashion on a computationally limited platform. To this

end, we would like to continuously work along this line by developing efficient

network architecture which is able to utilize our proposed physical constraint

to reduce the complexity in the network design.
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