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Abstract

The goal of three-dimensional (3D) displays is to recreate reality by satisfying all perceptual cues

used by the human visual system. While many perceptual cues can be replicated by showing 2D images

to our eyes, the accommodation cue, or the change of the focal length of the ocular lens, is very di�cult

to satisfy with today’s 3D displays. This inability to support the focusing of the eyes causes a problem

called the vergence-accommodation con�ict, which results in visual discomfort after long periods of use.

Multifocal displays satisfy the accommodation cue by displaying content on multiple virtual planes,

each at a di�erent depth. However, current designs of multifocal displays su�er from a limited number

of focal planes and their inability to block light. The small number of focal planes signi�cantly reduces

the supported depth range of multifocal displays. The light leaking from the far focal planes also dramat-

ically reduces the contrast of the image formed on the retina and weakens the occlusion cue — another

important perceptual cue used by the human visual system to estimate depth.

This dissertation focuses on solving the two limitations of multifocal displays — the paucity of focal

planes and the weak occlusion cue. Speci�cally, we design and build a multifocal display that can gener-

ate a dense focal stack —with an order of magnitude increase in the number of focal planes over existing

works. To create proper occlusion cues, we endow multifocal displays with a novel capability to tilt the

light emitted by each pixel. We show that the capability enablesmultifocal displays to generate occlusion

cues without losing spatial resolution. The dissertation also contributes to the theoretical understanding

of multifocal displays. We analyze the domain of light �elds that can be generated by multifocal displays

and characterize multifocal displays in terms of their depth-of-�eld, spatial resolution, and the required

number of focal planes.

The proposed methods enable natural accommodation and occlusion cues that are critical for an

immersive virtual world. Virtual and augmented reality (VR/AR) devices stand to bene�t signi�cantly

from the advancements made in the dissertation. Moreover, all of the proposed methods require only

simple modi�cations to existing AR/VR displays and are computationally and bandwidth-e�cient. In

this sense, the technologies are timely and could pave the way to a more immersive AR/VR experience.
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1Introduction
Reality leaves a lot to the imagination.

— John Lennon

Have you ever felt dizzy or nauseous after watching a 3D movie or using a virtual reality headset?

This was probably because you were subconsciously able to detect the subtle di�erences between the

virtual 3D scene presented to you and the real world.

The holy grail for 3D displays is to produce a scene that, to our eyes, is indistinguishable from reality.

To achieve the goal, the display would need to deceive all perceptual cues that the human visual system

uses to sense the world. Our eyes perceive a wide gamut of colors, a broad range of intensities, and

numerous cues to perceive our surroundings. Among all perceptual cues, arguably the hardest to deceive

is the depth perception capability. Despite signi�cant advances in display technology, simultaneous

deception of all perceptual depth cues is still beyond the reach of most displays. As it turns out, this has

immense implications for 3D TVs, movies, virtual and augmented reality (VR/AR) devices.

Human visual system perceives depth with multiple cues. These cues utilize the information hidden

in the perceived images and the states of our eyes. Each of the cues provides vital information about our

surroundings and together form a coherent view of the world. If a 3D display fails to generate any depth

cue or generates cues that are incoherent with others, not only does the visual immersion deteriorate,

our ability to perceive depth is also adversely a�ected . Often, this results in physical discomfort and

temporary loss of our depth perception [Ho�man et al., 2008, Vishwanath and Blaser, 2010, Watt et al.,

2005, Zannoli et al., 2016].

1.1 The Missing Accommodation Cue in 3D Displays

Most depth cues can be generated by showing 2D images to our eyes. We render the virtual scene from

the two perspectives of our eyes and show the rendered images to each of them. This is how existing 3D
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displays work — by tracking our position and rendering the images accordingly. The recent technology

development in tracking, imaging, and e�cient rendering have made possible the VR industry, which

has become a billion-dollar market since 2016 [Zion Market Research, 2019].

While most depth cues are easily satis�ed by showing 2D images to our eyes, the accommodation

cue, which refers to the change of the focal length of the ocular lens, is very di�cult to deceive. Even

though existing 3D displays fail to generate the single depth cue, studies have shown that failing to

produce the accommodation cue not only reduces the immersion of the virtual world but also can lead

to physical discomfort [Kooi and Toet, 2004, Lambooij et al., 2009].

The importance of the accommodation cue can be understood from Figure 1.1. In the real world,

when our eye focuses on a particular depth, all objects at the depth will become sharp, and those at

the other depths will be blurred. The focusing and defocusing of objects at di�erent depths provide

important visual cues to our brain for inferring the depths of the objects [Held et al., 2012]. When a

3D display fails to generate the accommodation cue, everything in the scene comes in-and-out of focus

simultaneously. This phenomenon creates a false illusion that they all lie on the same depth, like the

images shown in Figure 1.1(b). In this case, focusing on virtual objects does not necessarily make them

look sharp.

The missing accommodation cue often causes discomfort when using 3D displays. When our brain

subconsciously detects the di�erence between the virtual world and the reality or the con�ict between

Focus on the tree Focus on the house

(a) In the real world

Focus on the tree Focus on the house

(b) 3D display without the accommodation cue

Figure 1.1: E�ect of the missing accommodation cue. The �gure compares between (a) the real

world and (b) a virtual world created by a 3D display that cannot produce the accommodation cue.

Without the accommodation cue, everything in the scene comes into and out of focus together and

focusing on an object does not necessarily make it sharp.
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the accommodation cue, and the other depth cues, we will often feel dizzy and our capability to sense

depth can temporally degrade. This problem is known as the vergence-accommodation con�ict [Ho�-

man et al., 2008, Vishwanath and Blaser, 2010, Watt et al., 2005, Zannoli et al., 2016].

In addition to the lack of focus support and physical discomfort, we will also show that supporting

the accommodation cue is crucial for achievable resolution in 3D displays. In summary, the inability to

generate the accommodation cue not only makes the virtual world very di�erent from the real world

but also causes visual discomfort that prevents us from using the 3D displays.

1.2 Accommodating the Human Eyes with Multifocal Displays

Existing methods to create the accommodation cue can roughly be categorized into light-�eld displays,

holographic displays, varifocal displays, focal-surface displays, and multifocal displays. We will intro-

duce each of themethods in Section 2.2.2 alongwith othermethods that try to bypass the accommodation

of our eyes. This dissertation builds upon multifocal displays, and the end result is a VR display that not

only supports accommodation cues but also provides unprecedented immersion in the VR experience.

1.2.1 Multifocal Displays

Multifocal displays [Johnson et al., 2016, Konrad et al., 2016, Liu et al., 2008, Liu andHua, 2009, Llull et al.,

2015, Love et al., 2009] have been shown to be e�ective in producing the accommodation cue [Koulieris

et al., 2017, MacKenzie et al., 2012, 2010]. They present multiple focal planes, or the virtual images of

the display panel, at di�erent depths simultaneously in front of our eyes. By displaying virtual objects

at their closest focal plane, multifocal displays e�ectively reduce potential focus mismatches that cause

the vergence-accommodation con�ict.

Consider the example setup shown Figure 1.2a. Here, focal planes are generated by placing a display

panel in front of a lens. The depth of a focal plane is controlled by the thin-lens formula.

Let the distance between display panel and the lens be d and the focal length of the lens be f . The

depth z can be calculated by
1
d
� 1
z
=

1
f
. (1.1)

By adjusting the distance d and the focal length f , we can control the depth of a focal plane.

The principle is used to design di�erent kinds of multifocal planes. Figure 1.2 illustrates di�erent

examples of multifocal displays. Some multifocal displays use a translation stage to adjust the distance

d [Akşit et al., 2017, Shiwa et al., 1996, Sugihara and Miyasato, 1998]; some setup multiple (transparent)

display panels at di�erent distances from the lens [Akeley et al., 2004, Love et al., 2009, Rolland et al.,
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lens of 
focal length

translating
display

focal plane

(a) Display with one focal plane

transparent
displays

transparent
focal planes

(b) Transparent displays

focus-
tunable lens

transparent
focal planes

(c) Focus-tunable lens

Figure 1.2: Examples of multifocal displays

1999], some change the focal length of the lens using a focus-tunable lens [Chang et al., 2018, Johnson

et al., 2016, Konrad et al., 2016, Lee et al., 2019, Liu et al., 2008, Liu and Hua, 2009, Llull et al., 2015, Love

et al., 2009, Padmanaban et al., 2017, Rathinavel et al., 2018], a deformable mirrors [Hu and Hua, 2014],

a waveplate lens [Tabiryan et al., 2015], a liquid-crystal lens [Jamali et al., 2018a,b], or a variable-focus

Moiré lens [Bernet and Ritsch-Marte, 2008]. Despite various methods to build multifocal displays, all of

them show multiple focal planes simultaneously within a short duration to show a single VR frame.

1.2.2 Limitations of Existing Multifocal displays

Despite their ability to support the focus of our eyes, existing multifocal displays su�er from the follow-

ing two limitations.

Insu�cient Focal Planes

Despite the various ways to build a multifocal display, existing multifocal displays only have 3 to 5

focal planes. When using layers of transparent displays, the number of focal planes is limited by the

weight and the energy consumption of the VR displays. When using a translating display panel or a

focus-tunable lens to generate multiple focal planes, the speed of the translation stage and the tunable

lens determines the number of the focal planes we can generate. The speed of a translation stage is

often limited by the mass of the display panel and the heat it generates in order to avoid damaging the

display or the user. For this reason, we are going to focus on focus-tunable lens, which requires much

less moving parts than translation stages.
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The speed of a focus-tunable lens is determined by its settling time. A typical focus-tunable lens has

a settling time of 5 ms [Optotune, 2017, Varioptic, 2017]. Thereby existing multifocal displays can only

show 200 focal planes per second or 3 to 5 focal planes per frame when operating at 40 to 60 frames

per second. This is far too sparse to cover a depth range from 25 cm to in�nity. As we will show in

Chapter 4, the sparsely-separated focal planes signi�cantly lowers the resolution of a multifocal display

across the depth range.

Lack of Occlusion Cue and Low Contrast

In order for our eyes to simultaneously see the contents at di�erent depths, the focal planes are trans-

parent. However, this transparency of focal planes has two adverse e�ects. First, the display is incapable

of satisfying occlusion cues since even small displacements of the eye will readily produce overlapping

content. Second, the contrast of the display is signi�cantly reduced, since the defocused far contents

can bleed into near objects. Both of these e�ects are undesirable, in that, they reduce the immersion of

the virtual scene.

Figure 1.3 shows an example of the lack occlusion in multifocal displays. We render images of a

dinosaur standing in front of a grid and focus a camera on the dinosaur. In reality, light from the grid

is blocked by the dinosaur, so we see a sharp image of the dinosaur. In a multifocal display, the content

is shown on transparent focal planes. Therefore, we can see the light from the grid on a far focal plane

leaking through the dinosaur, and the contrast is signi�cantly reduced.

1.3 Main Contributions of the Dissertation

The dissertation enables a design for multifocal displays that can show dense focal stacks, produce

occlusion cues, and have high contrast. Speci�cally, our multifocal display builds upon the following

contributions.

• Light-�eld analysis for multifocal displays. The dissertation analyzes the space of realizable light �elds

of multifocal displays. It provides a mathematical understanding of multifocal displays. The �ndings

enable us to determine the depth-of-�eld of a focal plane, bound the minimum and the maximum

number of focal planes we need to deceive our eyes, and create the occlusion cue with free-form

lenses.

• Light intensity modulation for high frame-rate and high bit-depth projection. The dissertation enables

a design of multifocal displays that display thousands of focal planes per second. We propose amethod
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(a) Reality (b) Multifocal display (c) Proposed display

Figure 1.3: Lack of occlusion in multifocal displays. The �gure shows rendered images of a scene

composed of a dinosaur at 2 m and a grid at in�nity. The camera focuses on the dinosaur with f /22.

The proposed display uses the same contents as the multifocal display.

that utilizes light intensity modulation to e�ciently achieve the goal.

• Dense focal stacks for multifocal displays. The dissertation enables multifocal displays with dense

focal planes by increasing the number of focal planes by an order of magnitude. We show that the

ability to display dense focal stacks signi�cantly improves the resolution of a multifocal display across

a broad depth range.

• Enabling the occlusion cue for multifocal displays. The dissertation demonstrates how to generate oc-

clusion cues in a multifocal display. The method uses free-form lenses created by a phase-only spatial

light modulator (phase SLM) to manipulate the light �eld emitted by the display. This signi�cantly

improves the contrast and generates an illusion that the front focal plane can occlude light.

• Lab prototype. The dissertation presents a next-generation multifocal display which incorporates all

the technologies developed in the dissertation. The photo of the prototype is shown in Figure 1.4b.

The prototype provides a platform for validating all proposed ideas in the dissertation.

1.4 Roadmap of the Dissertation

This dissertation is written in a manner that it would interest researchers, students, and VR enthusiasts.

I hope that the dissertation can serve as a useful manual/reference to building multifocal displays and

the analysis of the tradeo�s when designing a multifocal display.
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(Chapter 2)

human depth perception
and backgrounds

how dense should
focal planes be?

(Chapter 4)

high bit-depth
and high-speed display

(Chapter 5)

focus-tunable lens
(Chapter 6)

can virtual objects
occlude light?

(Chapter 7)

(a) Schematic view

intensity-modulated
projector

(Chapter 5)
focus-tunable lens

tracking
(Chapter 6)

phase-only 
spatial light modulator

(Chapter 7)

to our eye

(b) Lab prototype

Figure 1.4: Roadmap of the dissertation
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Figure 1.4 gives an overview of the chapters in the dissertation and their connections to a multifocal

display. The chapters can be read either sequentially or in any order.

• Chapter 2 introduces the perceptual depth cues used by the human visual system and how a typical 3D

display fails to support the accommodation cue and causes the vergence-accommodation con�ict. The

chapter also introduces existing accommodation-supporting 3D display technologies and compares

their advantages and limitations.

• Chapter 3 raises the questions that we need to answer before we design a multifocal display that can

show dense focal stacks, produce occlusion cues, and has high contrast. The chapter also serves as a

road map to the answers provided in the following chapters.

• Chapter 4 analyzes the light �elds created by multifocal displays. The analysis will tell us why in-

creasing the number of focal planes is important for multifocal displays. The chapter also establishes

the relationship between spatial resolution and the density of focal planes.

• Chapter 5 shows how to enhance a typical projector to achieve a higher frame rate, higher bit-depth,

and more vivid colors. The proposed projector will be a building block for the display panel of our

multifocal display.

• Chapter 6 shows how to display thousands of focal planes per second, an order of magnitude improve-

ment on existing multifocal display.

• Chapter 7 shows howwe can design multifocal displays whose focal planes can block light, and hence,

be occlusion-aware.

• Chapter 8 summarizes the lessons we have learned and points directions for future research on mul-

tifocal displays.



2Depth Perception and 3D Displays

Before we dive into the details of the dissertation, let us understand how the human visual system

perceives 3D information. For the dissertation, we are going to look at a simpli�ed model that allows

us to model the depth perception of the human visual system e�ectively. Nevertheless, this will help us

understand the importance to generate the accommodation cue in VR displays and why it is challenging.

At the end of the chapter, we will introduce typical VR displays and existing accommodation-supporting

VR displays.

2.1 Human Depth Perception

In its most simpli�ed analogy, we can think of the human visual system as two cameras connected by a

brain. As a camera, human eyes has a lens and a sensor/retina. Our eyes are capable of �xating on the

objects of interest, focusing on them, and sensing the images formed on the retina. The brain uses the

image contents and the states of the eyes, e.g., the angles of their rotation and the focal length of the

ocular lens, to infer depth. The cues provided by the image contents form psychological depth cues, and

those provided by the states of the eyes form physical depth cues.

2.1.1 Psychological Depth Cues

Based on the images seen by our two eyes, our brains extract various depth cues, which capture the

interactions between objects at di�erent depths [Geng, 2013].

• Binocular disparity is the di�erence in the images seen by each of our two eyes. The disparity between

the two images increases as an object moves closer.

• Occlusion happens when a near object blocks parts of a distant object in the line of sight.
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• Motion parallax is the relative motion of objects at di�erent depths. When the eye moves, near objects

move faster than far objects.

• Perspective is the projection of the 3D world on 2D images, like parallel lines meet at in�nity.

• Shading is produced when the objects interact with the light sources. This cue enables us to infer both

the lighting conditions and the shapes of the objects.

• Relative size is the change of the size in the appearance of an object when it moves. The same object

looks larger when it is closer. The cue also helps most when similar objects appear at di�erent depths

in the scene.

• Prior knowledge about the size, the shape, the structure, or the relationship of common objects also

provide strong depth information to the brain.

Since these depth cues are inferred from the images themselves, they can be evoked even when we are

looking at 2D images or videos.

2.1.2 Physical Depth Cues

The state of our eyes is also driven by our understanding of the depth of the scene, real or virtual.

• Vergence refers to the rotation of our two eyes to �xate on the same point. Looking at close objects

requires larger rotation, while staring at far objects require less rotation of our eyes.

• Accommodation is the action of focusing the ocular lens inside our eyes. Our eyes tighten/relax the

muscles that control the focal length of its lens in order to form sharp images on the retina, and the

depth of the object determines the required focal length.

The vergence cue can be generated simply by showing 2D images with proper binocular disparity to

each of our eyes. On the other hand, the accommodation cue is much more di�cult to generate, since

the focusing mechanism involves the object appearance at various depths. In order to generate accom-

modation cues, we need to simulate the light rays entering our eyes.

2.1.3 Strength of the Depth Cues

The human visual system relies on di�erent depth cues when looking at objects at di�erent depths.

Figure 2.1 outlines their relative strength at di�erent depths [Cutting and Vishton, 1995, Geng, 2013].

As can be seen, the occlusion, motion parallax, and binocular disparity cues have strong in�uences on
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Figure 2.1: Strength of depth perceptual cues. A notional diagram of the relative strength of depth

cues at di�erent depth. Figure remade from [Cutting and Vishton, 1995, Geng, 2013].

our depth perception. Since these cues can be easily generated by showing 2D images to our eyes, most

3D displays primarily utilize these cues and ignore the accommodation cue, which is more challenging

to generate. However, as we will see next, ignoring the accommodation cue creates a signi�cant problem

that often causes visual discomfort.

2.1.4 Vergence-Accommodation Con�ict

In the real 3D world, all the depth cues are coherent with each other. For example, close objects produce

large motion parallax, large eye vergence, and near eye accommodation. However, this is not the case

in the virtual world created by typical 3D displays.

Typical 3D displays ignore the accommodation cue and drive our depth perception only with the

binocular disparity, motion parallax, and the vergence cues, etc. However, the accommodation cue,

i.e., the focusing of our eyes, is the key to see sharp images, as shown in Figure 2.2. The inability

to generate the accommodation cue either decouples our focusing to the virtual depth or create low-

resolution images. In the �rst scenario, to see sharp images, our eyes focus on the display, where the

images of the virtual object are shown, instead of the virtual depth indicated by other depth cues. This

creates a problem called the vergence-accommodation con�ict [Kooi and Toet, 2004], which is known to

deteriorate our depth perception and cause eye fatigue, blurry vision, and other visual discomforts after

a long period of use of the 3D display. In the second scenario, our brain drives the focus of our eyes to

the correct depth of the virtual object. Even though the focused depth is correct, since the image of the
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(a) In the real world, the vergence and the accom-

modation cues agree.

blur virtual object
(correct focus depth)

(b) In a virtual world created by a typical 3D display, the

images look sharp only when the eye accommodation

is wrong.

Figure 2.2: The vergence (angles indicated in orange color) and the accommodation (focusing of the light

rays indicated in green color) in the real world and in a virtual world created by a typical 3D display

that does not support the accommodation cue.

object is shown on the displays at another depth, we will see blurry images. In summary, if a 3D display

does not generate accommodation cues, no matter where we focus, we will su�er from one of the two

problems — visual discomfort or low resolution.

2.2 Overview of 3D Displays

Let us �rst understand how to build typical 3D displays, and we will see how existing accommodation-

supporting displays work.

2.2.1 Typical 3D Displays

Typical 3D displays, like 3D televisions, movies, and AR/VR displays, convey depth information by

showing two separate images to our two eyes. As we have discussed, the method can generate most of

the depth cues but the accommodation cue [Cakmakci and Rolland, 2006].

The simplest way to show one image to one eye is to put a display in front of each of our eyes, as

adopted by most AR/VR displays shown in Figure 2.3a [Wheatstone, 1838]. To reduce the form factor
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(d) Proposed multifocal display

Figure 2.3: Various VR displays. Most VR displays are composed of a lens and a display panel.

The lens creates a virtual image of the display panel , or focal plane, for the user to look at. The �gure

illustrates the displays for one eye. For two eyes, the display is simply duplicated.

of the device, micro-displays like small OLED panels are put behind a lens in front of our eyes. The

lens generates magni�ed images of the displays which locate inside the normal accommodation range

of human eyes. For 3D televisions or movies, where only one display or screen is available, polariza-

tion [Kang et al., 2010, Kim et al., 2009] or color coding [Rollmann, 1853] can be used to separate the

content on the screen to each eye. However, this requires viewers to wear specialized eyeglasses. To

avoid any additional equipment, a lenticular array [Okoshi, 1980] or a parallax barrier [Son et al., 2003]

can be placed on top of the display to separate the pixels for each of our eyes.
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By rendering images with all the psychological depth cues, these methods can drive vergence and

create a sense of 3D e�ciently. However, since the (magni�ed) displays are at a �xed distance, our

eyes will tend to focus on the same depth regardless of the depth of the virtual objects. As a result,

these displays cannot drive accommodation properly and su�er from the aforementioned vergence-

accommodation con�ict.

2.2.2 Displays that can drive Accommodation

The accommodation cue can only be generated when the light rays from a virtual object are oriented as

if they originate from the depth of the object. In this section, we introduce accommodation-supporting

3D displays other than the multifocal displays that we have introduced in Section 1.2.1.

Light-Field Displays

Light-�eld displays, also known as integral displays, aim to control both the position and angle of the

emitted light rays [Lanman and Luebke, 2013, Lippmann, 1908]. Each pixel on a light-�eld display is

capable of sending light rays of di�erent intensities toward di�erent directions. This is in contrast to

typical displays where each pixel sends the light of the same intensity toward all directions. With the

angular control, light �eld displays are able to alleviate the vergence-accommodation con�ict [Hiura

et al., 2017].

The goal of light �eld displays is to reproduce all the light rays that will enter our eyes. Imagine

two invisible planes in front of your eyes, as shown in Figure 2.4. The two planes characterize every

light ray that enters our eyes by their intersections. By placing a light �eld display on the �rst plane

1

Figure 2.4: Two-plane light �eld parameterization. Each light ray can be characterized by its

intersects on two frontal-parallel planes, which are separated by 1 unit. The origin of the second plane

is relative to the intersect on the �rst plane. This makes (u,� ) the tangent of the angles of the light ray.
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and controlling the light that the display emits toward the second plane, we can reproduce the light rays

that enter our eyes. If we can reproduce every light ray that enters our eyes, our eyes will think they

are looking at a real scene, and all depth cues will be satis�ed.

One method to build a light-�eld display is to put a microlens array on display panel [Lanman and

Luebke, 2013, Lippmann, 1908]. The microlens array is placed one focal length away from the pixels, and

thus the light emitted by the pixels is collimated and sent in di�erent directions. For example, if three

pixels are covered under a microlens along the horizontal direction, we divide the outgoing light rays

into three groups, each group going in di�erent directions. The number of pixels behind each microlens

determines the angular resolution, whereas the size of a microlens determines the size of a spatial pixel.

To create virtual objects across a wide depth range, we need high angular resolution, so we need large

microlenses. However, this reduces the number of microlenses we can put on the display and lowers the

spatial resolution. As a result, most light �eld displays have a low spatial resolution.

Instead of using amicrolens array, tensor displays [Huang et al., 2015,Maimone et al., 2013,Wetzstein

et al., 2011] utilize multiple layers of transparent liquid crystal displays (LCD) to modulate the intensity

of the light rays of di�erent directions. Imagine the following setup where we have a transparent LCD in

front of a typical display panel. Whenwe switch on a pixel on the display panel, a region on the LCDwill

be lit. By setting the transmission rate of each LCD pixel in the region, we can modulate the intensity

of each light ray of di�erent directions. Putting multiple LCDs enables more complex modulation of the

light rays. By exploiting the high correlation between the light rays from the same virtual object, these

displays can achieve better spatial-angular tradeo� than those using a microlens array. However, using

multiple layers of displays often deteriorates image quality due to the di�raction caused by the pixel

grids. The size of the display pixels also limits their supported depth range.

Cossairt et al. [2007a] and Jones et al. [2007] produce light-�eld displays by coupling a projector

with a rotating anisotropic di�user. As the di�user spins, the light emitted from the projector changes

its direction. By synchronizing the projector and the rotation of the di�user, the displays e�ectively

increase their angular resolution in the horizontal direction without losing spatial resolution. However,

the spinning di�user makes the displays more geared towards 3D televisions and not VR.

Holographic Displays

Holographic displays also aim to reproduce the light entering our eyes. Unlike light �eld displays, which

consider light as a collection of rays, holographic displays treat the light as electromagnetic waves. For

any time instance, a monochromatic electromagnetic wave can be characterized by the magnitude and
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the phase of the light at each location on a plane in front of our eyes. By reproducing these values for

all wavelengths of light emitted by a real scene, a holography display can fully replicate reality.

Maimone et al. [2017] use a phase-only spatial light modulator (phase SLM) to build a holographic

display. The phase SLM is a device that changes the phase of the incoming light without tampering

its magnitude. Using a phase SLM, therefore, provides independent control of the phase of the light at

each pixel location. To simultaneously control the magnitude and the phase, they �rst normalize the

magnitude to be in the range of 0 and 1. Since any phasor whose magnitude is less than or equal to

one can be decomposed into the sum of two phasors of magnitude one, by shining the phase SLM with

uniform laser light and pairing adjacent phase SLM pixels, Maimone et al. can recreate the light from a

scene composed by point light sources.

Even though holographic displays can reproduce the wavefront, their capabilities are often limited.

First, since most holographic displays use phase SLM to control the phase, the authenticity of the gen-

erated wavefront is limited by the capability of the phase SLM like its resolution, the maximum amount

of phase delay it can introduce, and its wavelength-dependency. The limitations signi�cantly limit the

resolution, �eld-of-view, and eye box of holographic displays. Second, the wavefront of a scene is com-

putationally expensive to generate. In order to faithfully calculate thewavefront from a scene, we need to

solve complicated Maxwell equations with boundary conditions. As a result, most computer-generated

holograms are constructed using simpli�ed algorithms and often does not reproduce occlusions faith-

fully. Finally, holographic displays requires coherent light, which can produce speckles that are often

undesirable.

Varifocal Displays

Varifocal displays [Akşit et al., 2017, Kim et al., 2019, Konrad et al., 2016, Liu and Hua, 2010, Padmanaban

et al., 2017, Sugihara and Miyasato, 1998] are very similar to multifocal displays that we introduced in

Section 1.2.1. They both can be built with a translating display panel or a focus-tunable lens. While

multifocal displays simultaneously show all focal planes with a frame, varifocal displays only has a

single focal plane, but it dynamically adjusts its depth based on the user’s gazing point. Figure 2.3

compares multifocal and varifocal displays.

The success of varifocal displays depends heavily on the capability of a gaze tracker. In an ideal

varifocal display, the focal plane needs to follow the gaze of the user at all time. To achieve the goal,

the gaze tracker needs to be very accurate (e.g., with an angular resolution of less than 1 degree), which

is very challenging to achieve in practice, and with very low latency, which is a hard system-design
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problem.

There is an additional caveat when using varifocal displays. Since varifocal displays only have one

focal plane, for any time instance, only a single depth can provide the correct accommodation cues. In

other words, even though the accommodation is correct for the object at the gaze point, the accommo-

dation cues for the objects in the peripheral area are wrong. To alleviate the e�ect, we need to render,

in real-time, defocus blur in the peripheral area, which requires additional computations.

Other Types of Accommodation-supporting 3D Displays

Other types of 3D displays have been proposed to solve the vergence-accommodation con�ict. Mat-

suda et al. [Matsuda et al., 2017] use a phase-only spatial light modulator to create spatially-varying

lensing based on the virtual content and the gaze of the user. Konrad et al. [Konrad et al., 2017] operate

a focus-tunable lens in an oscillatory mode. They use the focus-tunable lens to create a depth-invariant

blur by using a concept proposed for extended depth of �eld imaging [Miau et al., 2013]. Intuitively,

since the content is displayed at all focal planes, the vergence-accommodation con�ict is signi�cantly

resolved. However, there is a loss of spatial resolution due to the intentionally introduced defocus blur.

Summary of Accommodation-supporting 3D Displays

We summarize the advantages and limitations of the above solutions to drive accommodation in Ta-

ble 2.1.

2.2.3 Depth-Filtering Methods for Multifocal Displays

When a multifocal display with sparse focal planes renders virtual scenes, it often causes aliasing arti-

facts as well as a reduction of spatial resolution on content that is to be rendered in-between focal planes.

Akeley et al. [2004] show that such artifacts can be alleviated using linear depth �ltering, a method that

is known to be quite e�ective [MacKenzie et al., 2010, Ravikumar et al., 2011]. However, linear depth

�ltering produces artifacts near object boundaries due to the inability of multifocal displays to occlude

light.

To produce proper occlusion cues with multifocal displays, Narain et al. [2015] propose a method

that jointly optimizes the contents shown on all focal planes. By modeling the defocus blur of focal

planes when an eye is focused at speci�c depths, they formulate a non-negative least-square problem

that minimizes the mean-squared error between perceived images and target images at multiple depths.

While this algorithm demonstrates promising results, the computational costs of the optimization are
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Type of Display Advantages Limitations

Fixed focus simple hardware vergence-accommodation con�ict,
low resolution if not focused on the
display

Light-�eld supports all depth cues low spatial resolution, shallow
depth range

Holography supports all depth cues high computational cost, small �eld
of view, speckles

Varifocal high spatial resolution if focusing
on the focal plane

latency, needs accurate gaze
tracking and additional rendering of
defocus blur

Multifocal high spatial resolution if focusing
on the focal planes

limited number of focal planes,
poor occlusion cues

Table 2.1: Comparison of di�erent types of 3D displays

often too high for real-time applications. Mercier et al. [2017] simplify the forward model of Narain

et al. [2015] and signi�cantly improve the speed to solve the optimization problem.

These�ltering approaches assume perfect operating scenarios, i.e., our pupils are at a known position

with a �xed diameter, and our gaze direction can be accurately estimated. Most of the conditions are

very challenging to achieve in practice. As we will see throughout the dissertation, introducing novel

functionality through optics can increase the spatial resolution and produce the occlusion cue much

more e�ciently and e�ectively than merely rely on modifying the content.



3Key Questions to Answer

Multifocal displays build a strong foundation to produce the accommodation cue. However, as we have

discussed in Chapter 2, existing multifocal displays only have 3 to 5 focal planes and no occlusion cues.

Thereby they cannot support a large depth range and su�er from loss of contrast. Can we design a multi-

focal display that can produce occlusion cues and can show every object on its own focal plane? Solving this

problem requires solutions to a myriad of problems, both theoretical and practical, that we enumerate

below. In the following chapters, I am going to answer each of the questions carefully, and at the end

of the dissertation, we would have built a multifocal display that can generate natural accommodation

cues, automatically create defocus blur, and support all perceptual depth cues used by the human visual

system — all without the help of a gaze tracker or additional rendering.

Question 1: How Many Focal Planes Are Needed?

At this point, wemay have an urge to design amultifocal display that can show thousands and thousands

of focal planes, but we need to retain control and not hurry. Displaying focal planes can be costly, if not

designed carefully. For a 3D display running at 60 frames per second (fps), for every additional focal

plane that we want to show, we need to increase the refresh rate of the display panel by 60 fps. We may

also need additional computational power to render the content on the focal planes. For our display to

be e�cient, we need to understand the bene�t provided by each focal plane. For example, how does an

extra focal plane change our capability to generate light �elds? More importantly, since our eyes have

�nite depth resolution, is it possible that we need fewer focal planes than the number of virtual objects?

The question will be answered in Chapter 4.

Question 2: How Do We Display the Focal Planes in a High Frame Rate?

Displaying dense focal stacks requires a display with a very high frame rate. To show n focal planes

per frame in F fps, the display panel needs to refresh at nF Hz. For example, a multifocal display with
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10 focal planes per frame running at 60 fps already requires a refresh-rate of 600 Hz. Displays of such

high frame rate are not widely available today; how do we achieve the capability e�ciently and build a

prototype ourselves?

The question will be answered in Chapter 5.

Question 3: How Do We Display Focal Planes Rapidly and Accurately in Depth?

The long settling time of the focus-tunable lenses hinders existing multifocal displays from creating

dense focal stacks. The limitation lies in the physical nature of the tunable lenses. How do we overcome

it? In addition, the capability to display many focal planes is meaningless if we cannot show each of

them accurately in depth. Since focal planes are not real objects, how do we estimate their depths to

display them accurately?

The question will be answered in Chapter 6.

Question 4: How Do We Generate the Occlusion Cue If Focal Planes Cannot Block Light?

Focal planes are virtual images of the display panel, and thereby, they cannot block light. Even when

we remove the content in the occluded region of a far object, when the virtual object gets defocused, its

blurred images can leak through objects on near focal planes, deteriorate the occlusion cue, and reduce

the contrast of images. How dowe create occlusion cues and increase the contrast of multifocal displays?

The question will be answered in Chapter 7.



4Light Fields Generated by Multifocal Displays

A key factor underlying the design of multifocal displays is the number of focal planes required to sup-

port a target accommodation range. In order to be indistinguishable from the real world, a virtual world

should enable human eyes to accommodate freely on arbitrary depths. In addition, the virtual world

should have high spatial resolution anywhere within the target accommodation range. Simultaneously

satisfying these two criteria for a large accommodation range is very challenging, since it requires gen-

erating light �elds of high spatial and angular resolution. In this chapter, we are going to examine the

light �eld generated by multifocal displays, and the conclusion of the analysis will lead us to designing

the next-generation multifocal display.

4.1 Light-Field Parameterization and Assumptions

Light �eld is the collection of light rays. To perform analysis on light �elds, we �rst need to characterize

each light ray. A light ray can be described by its location in the space (x ,�, z), its direction (� ,�), its

wavelength �, and of course the time t we observe the light ray. Together these seven parameters de�ne

a function call plenoptic function:

P (x ,�, z,� ,�, �, t ) : R7 ! R, (4.1)

which gives the radiance of the light ray of interest. The plenoptic function provides every information

of the light �eld.

For our purpose, to study the maximum space of light �eld a multifocal display can generate, we

can ignore � and t . Besides, we are only going to study the light �eld right before they enter our eye, so

no object or light source will change the direction and the radiance of the light. As a result, one spatial

parameter, say z, is redundant, because we can easily follow a light ray and calculate the values of the

plenoptic function along the direction of the light ray. This leaves four parameters, (x ,�,� ,�), which

describes the intersection of a light ray on a reference plane and its directions, respectively. We brie�y
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talked about how to parameterize light �elds in Section 2.2.2, where we use tangent angles u = tan(� )

and � = tan(�) to describe the angles. Here we are going to follow the same notation.

We are going to further simplify our scenario — we consider a �atland (i.e., 2D world). The gen-

eralization to four-dimensional light �elds can be conducted in a similar manner. In the �atland, the

direction of a light ray is parameterized by its intercepts with two parallel axes, x andu, which are sepa-

rated by 1 unit, and the origin of the u-axis is relative to each individual value of x such that u measures

the tangent angle of a ray passing through x , as shown in Figure 4.1(a).

We model the human eye with a camera composed of a �nite-aperture lens and a sensor plane de

away from the lens, following the assumptions made in Mercier et al. [2017] and Sun et al. [2017]. We

assume that the pupil of the eye is located at the center of the focus-tunable lens of the multifocal display

and is smaller than the aperture of the tunable lens. We assume that the display and the sensor emits and

receives light isotropically. In other words, each pixel on the display uniformly emits light rays toward

every direction and vice versa for the sensor.

We further assume small-angle (paraxial) scenarios, since the distance do and the focal length of the

tunable lens (or essentially, the depths of focal planes) are large compared to the diameter of the pupil.

This assumption simpli�es our analysis by allowing us to consider each pixel in isolation.

4.2 Light Field Generated by a Display

Let us decompose the optical path from the display to the retina (sensor) and examine the e�ect in fre-

quency domain due to each component. The frequency-domain analysis reveals themaximum capability

of multifocal displays, since it enables us to examine the bandwidth of the display.

Due to the �nite pixel pitch on the display panel, the light �eld creates by the display panel can be

model as

`d (x ,u) =
✓
rect

✓ x

�x

◆
⇤ `t (x ,u = 0)

◆
⇥

1X

m=�1
� (x �m�x ),

where ⇤ represents two-dimensional convolution, �x is the pitch of the display pixel, and `t is the target

light �eld. The Fourier transform of `d (x ,u) is

Ld ( fx , fu ) = (sinc(�x fx ) � ( fu ) Lt ( fx , fu )) ⇤
1X

m=�1
� ( fx �

m

�x
).

The �nite pixel pitch acts as an anti-aliasing �lter and thus we consider only the central spectrum replica

(m = 0). Also, we assume |Lt ( fx , fu ) | = 0 for all | fx | � 1
2�x to avoid aliasing. Since the light �eld is
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(b) at display (c) propagating (d) refracted by the focus-tunable lens 
     and creating a virtual display at  

(e) refracted by the lens in our eye, 
     whose focal length is  

(f) propagating      to the retina (g) aperture function propagated 
     to the retina 

(h) cross-correlation of (f) and (g) results 
     in the light eld at the retina (shaded 
     blue).  Our eye sees the slice along    .  

(a) light- eld parameterization

Figure 4.1: Light-�eld propagation from the display panel to the retina. Fourier transform of

the 2-dimensional light �eld at each stage of a multifocal display. The display is assumed to be isotropic

and has pixels of pitch �x . (a) Each light ray in the light �eld is characterized by its intercepts with

two parallel axes, x and u, which are separated by 1 unit, and the origin of the u-axis is relative to each

individual value of x . (b) With no angular resolution, the light �eld spectrum emitted by the display

is a �at line on fx . We focus only on the central part (| fx |  1
2�x ). (c) The light �eld propagates do

to the tunable lens, causing the spectrum to shear along fu . (d) Refraction due to the lens corresponds

to shearing along fx , forming a line segment of slope ��i , where �i is the depth of the focal plane.

(e,f) Refraction by the lens in our eye and propagation de to the retina without considering the �nite

aperture of the pupil. (g) The spectrum of the pupil function propagates de to the retina. (h) The light

�eld spectrum on the retina with a �nite aperture is the 2-dimensional cross-correlation between (f) and

(g). According to Fourier slice theorem, the spectrum of the perceived image is the slice along fx , shown

as the red line. The diameter of the pupil and the slope of (f), which is determined by the focus of the

eye and the virtual depth �i , determine the spatial bandwidth,W , of the perceived image.

nonnegative, or `d � 0, we have ��Lt ( fx , fu )��  Lt (0, 0). Therefore, we have

��Ld ( fx , fu )��  Lt (0, 0) |sinc(�x fx ) | � ( fu ), | fx | 
1

2�x
(4.2)

��Ld ( fx , fu )�� = 0, otherwise. (4.3)

The inequalities provide a convenient upper-bound for the light �eld the display panel can generate,
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regardless of individual pixel values shown on the display. Therefore, in the ensuing derivation, we will

focus on the upper-bound
DLd = sinc(�x fx ) � ( fu ) rect

 
fx
�x

!
.

The light �eld spectrum DLd forms a line segment parallel to fx , as plotted in Figure 4.1(b).

4.3 Propagation from Display to Retina

After leaving the display, the light �eld propagates do and get refracted by the focus-tunable lens before

reaching the eye. Under �rst-order optics, there operations can bemodeled by coordinate transformation

of the light �elds [Hecht, 2002]. Let x = [x u]>. After propagating a distance do , the output light �eld is

a reparameterization of the input light �eld and can be represented as

`o (x) = `i
⇣
P�1do x

⌘
,where Pdo =

2666664
1 do

0 1

3777775
.

After refracted by a thin lens with focal length f , the output light �eld right after the lens is

`o (x) = `i
⇣
R�1f x

⌘
,where Rf =

2666664
1 0
�1
f 1

3777775
.

Since Pdo and Rf are invertible, we can use the stretch theorem of d-dimensional Fourier transform to

analyze their e�ect in the frequency domain. The general stretch theorem states that: Let x 2 Rd , F (·)
be the Fourier transform operator, and A 2 Rd⇥d be any invertible matrix. We have

F (`(Ax)) =
1

|det A| L(A
�>f ),

where L is the Fourier transform of `, f 2 Rd is the variable in frequency domain, det A represents

determinant of A, and A�> =
�
A>

��1
=

⇣
A�1

⌘>
. By applying the stretch theorem to Pdo and Rf , we

can see that propagation and refraction shears the Fourier transform of the light �eld along fu and fx ,

respectively, as shown in Figure 4.1c-d.

4.4 Light Field Incident on the Retina

After reaching the eye, the light �eld `o is partially blocked by the pupil, refracted by the lens of the

eye, propagates de to the retina, and �nally integrated through all directions to form an image. The light

�eld reaching the retina can be represented as

`e (x) = `a
⇣
R�1fe P

�1
de x

⌘
,where `a (x) = rect

✓x
a

◆
`o (x), (4.4)
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and a is the diameter of the pupil. The product in `a (x) is due to the blocking of the pupil on the light

�eld, and it makes the light �eld di�cult to analyze. In the following, we are going to examine the e�ect

of the pupil closely and hopefully we can simplify Equation (4.4).

4.4.1 E�ect of the Pupil

To understand the e�ect of the aperture of the eye, let us �rst analyze a more general situation where

the light �eld is multiplied with a general function h(x) and transformed by an invertible T with unit

determinant. By multiplication theorem, we have

`a (x) = h(x) ⇥ `o (x)
F ! La (f ) = H (f ) ⇤ Lo (f ).

Thereby,

La (T f ) =
Z

Lo (p)H (p �T f ) dp =
Z

Lo (p)H
⇣
T

⇣
T �1p � f

⌘⌘
dp

=

Z
Lo (T (q + f ))H (Tq)

�����
@p
@q

����� dq = L(T )
o ⌦ H (T ) (f ), (4.5)

where we use a change of variable by setting q = T �1p � f , and the last equation holds because ��� @p@q ��� =
det T = 1. Equation (4.5) relates the e�ect of the aperture directly to the output light �eld at the retina:

The spectrum of the output light �eld is the cross correlation between the transformed (refracted and

propagated) input spectrum with full aperture and the transformed spectrum of the aperture function.

The result is important since it signi�cantly simpli�es our analysis, and as a result, we are able to derive

an analytical expression of spatial resolution and number of focal planes needed.

In our scenario, we have T =
✓
R�1fe P

�1
de

◆�>
. For a virtual display at �i , `o (x) is a line segment of

slope ��i within x 2 [ �12�xi ,
1

2�xi ], where �xi =
����id ����x is the magni�ed pixel pitch. According to

Equation (4.5), Le (f ) = La (T f ) is simply the cross correlation of Lo (T f ) and sinc(T f ). After transfor-

mation, La (T f ) is a line segment of slope de�i�(de+�i )fe
�i�fe , where |x |  ���

⇣
�i
fe � 1

⌘
1

�xi
���. Similarly, sinc(T f )

is a line segment with slope �de within |x |  1
2a . Note that we only consider |x |  1

2a because the

cross-correlation result at the boundary has value sinc(0.5) ⇥ sinc(0.5) ⇡ 0.4. Since sinc(x ) function

is monotonically decreasing for |x |  1, the half-maximum spectral bandwidth (|Le (f ) | = 0.5) must be

within the region.

4.4.2 Focal Plane in Focus

Let the depth the eye is focusing at be� . We have 1
� +

1
de =

1
fe . When� = �i , we can see from the above

expression that La (T f ) is a �at segment within | fx |  1
2M�x , whereM =

de
do is the overall magni�cation
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caused by the focus-tunable lens and the lens of the eye. From Fourier slice theorem, we know that the

spectrum of the image is simply the slice La (T f ) along fx .

In this case, the aperture has no e�ect to the �nal image, since the cross correlation does not extend

or reduce the spectrum along fx , and the �nal image has the highest spatial resolution 1
2M�x .

4.4.3 Defocused Focal Plane

Suppose the eye does not focus on the virtual display, or � , �i . In the case of a full aperture (a ! 1),
the resulted image will be a constant DC term (completely blurred) because the slice along fx is a delta

function at fx = 0. In the case of �nite aperture diameter a, with a simple geometric derivation (see

Figure 4.1h), we can show by simple geometry that the bandwidth of the fx -slice of Le (f ), or equivalently,

the region
�
fx |Le ( fx , 0) � 0.5

 
, is bounded by | fx | W . And we have

W =

8>>>><>>>>:

do
2�xde , if ��� 1�i � 1

�
���  �x

ado

1
2ade

��� 1� � 1
�i
����1 , otherwise.

(4.6)

Thereby, based on Fourier slice theorem, the bandwidth of the retinal images is bounded byW .

4.5 Spatial Resolution of Retinal Images

We are now ready to characterize the spatial resolution of a multifocal display. Suppose the eye can

accommodate freely on any depth � within a target accommodation range, [�a ,�b ]. Let V = {�1 =
�a ,�2, . . . ,�n = �b } be the set of depth of the focal planes created by the multifocal display. When the

eye focuses at � , the image formed on its retina has spatial resolution of

Fs (� ) = min
8><>:

do
2de�x

, max
�i 2V

 
2ade

�����
1
�
� 1
�i

�����
!�19>=>; , (4.7)

where the �rst term characterizes the inherent spatial resolution of the display unit, and the second term

characterizes spatial resolution limited by accommodation, i.e. potential mismatch between the focus

plane of the eye and the display. This bound on spatial resolution is a physical constraint caused by the

�nite display pixel pitch and the limiting aperture (i.e., the pupil) — even if the retina had in�nitely-high

spatial sampling rate. Any post-processing methods including linear depth �ltering, optimization-based

�ltering, and nonlinear deconvolution cannot surpass this limitation.
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4.6 Minimum Number of Focal Planes Needed

As can be seen in (4.7), the maximum spacing between any two focal planes in diopter determines

min� 2[�a,�b ] Fs (� ), the lowest perceived spatial resolution within the accommodation range. If we desire

a multifocal display with spatial resolution across the accommodation range to be at least F , F  do
2de�x ,

the best we can do with n focal planes is to have a constant inter-focal separation in diopter. This results

in an inequality that  
2ade
2n

 
1
�a
� 1
�b

!!�1
� F , (4.8)

or equivalently

n � ade

 
1
�a
� 1
�b

!
F . (4.9)

Thereby, increasing the number of focal planesn (and distributing them uniformly in diopter) is required

for multifocal displays to support higher spatial resolution and wider accommodation range.

4.6.1 Relationship to Prior Work.

There aremany prior works studying theminimum focal-plane spacing of multifocal displays. Rolland et

al. [1999] compute the depth-of-focus based on typical acuity of human eyes (30 cycles per degree) and

pupil diameter (4 mm) and conclude that 28 focal planes equally spaced by 1
7 diopter are required to

accommodate from 25 cm to 1. Both theirs and our analyses share the same underlying principle —

maintaining the minimum resolution seen by the eye within the accommodation range, and thereby

provide the same required focal planes. By taking a = 4 mm, deF = 30 ⇥ 180
� , �a = 25 cm, and �b = 1,

we have n � 27.5, which concurs with their result. MacKenzie et al. [2012, 2010] measure accom-

modation responses of human eyes during usage of multifocal displays with di�erent plane-separation

con�gurations under linear depth �ltering [Akeley et al., 2004]. Their results suggest that focal-plane

separations as wide as 1 diopter can drive accommodation with insigni�cant deviation from the natural

accommodation. However, it is also reported that smaller plane-separations provide more natural ac-

commodation and higher retinal contrast — features that are desirable in any VR/AR display. By enabling

dense focal stacks of focal-plane separation as small as 0.1 diopter, our prototype can simultaneously

provide proper accommodation cues and display high-resolution images onto the retina.

4.7 Maximum Number of Focal Planes Needed

At the other extreme, if we have a su�cient number of focal planes, the limiting factor becomes the

pixel pitch of the display unit. In this scenario, for a focal plane at virtual depth �i , the retinal image of
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an eye focuses on � will have maximal spatial resolution do
2de�x if

�����
1
�
� 1
�i

����� 
�x

ado
.

In other words, the depth-of-�eld of a focal plane — de�ned as the depth range that under focus provides

the maximum resolution — is 2�x
ado diopters. Since the maximum accommodation range of the multifocal

display with a convex tunable lens is 1
do diopter, we need at least a

2�x focal planes to achieve the maxi-

mum spatial resolution of the multifocal display across the maximum supported depth range, or Doado
2�x

focal planes for a depth range of Do .

4.8 Conclusion of Our Analysis

Despite the lengthy analysis, our conclusion is very simple. The number of focal planes we need is

simultaneously lower-bounded and upper-bounded. The lower bound is the smallest number of focal

planes to achieve a certain resolution in the target depth range. The upper bound means that even

if you have more focal planes than the number, you are not able to increase the resolution anywhere

in the depth range. The upper bound is mainly due to the capability of the display. When we have a

display with low resolution, we do not need many focal planes because the resolution is already bad.

Nevertheless, if we have a nice display, we should increase the number of focal planes to enjoy the

virtual world in high resolution.

Our analysis, following the derivation inWetzstein et al. [2011] andNarain et al. [2015], characterizes

the maximum capability of a multifocal display, regardless of the pixel values shown on each focal plane.

The analysis is also similar to that of Sun et al. [2017] with the key di�erence that we focus on the

minimum number of focal planes required to retain spatial resolution within an accommodation range,

as opposed to e�cient rendering of foveated light �elds.

Our Target Number of Focal Planes

Our analysis gives an upper bound on the number of focal planes a multifocal display needs. Figure 4.2

shows the angular resolution (Fs (� )de ) of our prototype multifocal display that we will introduce in

Chapter 6. In the prototype, the pixel pitch �x = 13.6 um, and do = 7 cm. Suppose that the pupil

diameter is 4mm. It requires 41 focal planes to achieve a consistent resolution of ⇠ 45 cycles per degree

across a depth range of 4 diopters. Note that typical foveal acuity of health adults is around 48 cycles

per degree, and the 20/20 Snellen eye chart has an angular resolution of 30 cycles per degree [Guenter

et al., 2012]. As a result, we set our goal on generating 40 focal planes per frame.
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Figure 4.2: Resolution of multifocal displays. The �gure shows the angular resolution of our

prototype multifocal display if equipped with di�erent numbers of focal planes.





5High-Speed Display with Light-intensity Modulation

Now that we have established a clear goal — display a dense focal stack in a multifocal display — how do

we achieve this? In order to display dense focal stacks, we need a high-speed display and a high-speed

focus-tunable lens. The speed of these components is critical. If the frame rate is too slow, our eyes will

fail to fuse the content on the focal planes into a coherent scene, and we will see individual focal planes

shifting in depth. In this chapter, we are going to focus on the high-speed display.

Let us �rst identify how fast the display needs to be. Suppose our multifocal display runs in F frames

per second (fps), and we want to shown focal planes per frame. Since the content is di�erent on di�erent

focal planes, the display panel in the multifocal display needs to refresh in nF Hz. From our discussion in

Chapter 4, we have set our goal to show n = 40 focal planes per frame. If F = 50, we need a display with

a refresh rate of 2000 Hz, which is far higher than what commodity displays can achieve. Most liquid

crystal displays (LCD) or liquid crystal on silicon (LCoS) devices have refresh rates up to 240 Hz, due

to the time to switch the state of the liquid crystals. While displays composed of organic light-emitting

diodes (OLED) or micro-LEDs can in principle refresh at a very high speed, to the best of our knowledge,

there is currently no such product available. As a result, we need to build a high-speed display ourselves

with digital micromirror devices (DMD).

5.1 Digital Micromirror Devices

A digital micromirror device is composed of an array of micromirrors [Lee, 2018]. Each of the micromir-

rors can be programmed to �ip in one of the two directions. As illustrated in Figure 5.1a, when �ipped

toward the light source, the micromirror directs light toward user’s eyes or a screen and creates a bright

pixel; otherwise, a light absorter will collect the light, and the pixel will be dark. Figure 5.1b illustrates

the use of DMD in a projector. By installing projection optics in front of the DMD, we can form an image

on a screen or user’s retina and build a typical projector or a VR display, respectively.
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(a) Working principle of DMD
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(b) DMD projector

Figure 5.1: Digital micromirror device (DMD) and its use in projectors

The micromirrors in a DMD are very light-weight, so that they can be �ipped rapidly, often more

than thousands of times per second. This enables us to create a rapid sequence of binary images, or

bitplanes, on the screen. In order to display gray-scale images in a DMD-based projector, these bitplanes

are projected in rapid succession and subsequently averaged by the human eye due to the persistence

of vision. The intensity observed at a pixel in the projected image is proportional to the number of

bitplanes the pixel is illuminated in. The principle is called pulse-width modulation. The simplicity

of pulse-width modulation has made DMD-based projectors the mainstream in the consumer projector

industry [Markets and Markets, 2015].

5.2 Challenges for High-speed Projection

While pulse-width modulation enables DMD-based projectors to operate in typical frame rates, it fails

to achieve high-speed projection. This is due to fundamental physical limitations to DMDs. One such

limitation is the minimum time required to switch the micromirror array from one con�guration to

another.

To the best of our knowledge, due to the �nite mass of the micromirrors, it takes at least 2 us for

the fastest DMD to �ip its micromirrors, To project a single RGB image at 8 bits per color channel, as

we will see in the following section, we would require at least (28�1)⇥3⇥2 = 1530 us; this allows us to

project in 653 fps, which is far from the 2000 fps that we need. Besides, if we instead wanted to display

high bit-depth images, say 16 bits per color channel (16-bit), it would take a DMD-based projector 0.4

seconds to show a single image; this results in 2.4 fps. Clearly, there is a need for a design that can scale

to the demands of modern applications.
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Figure 5.2: Overview of the proposed light-intensity modulated projection. The proposed

projector (b) uses an intensity-modulated light source instead of one with constant intensity in typical

projectors (a). (c) The additional degree of freedom allows the proposed projector to achieve high bit-

depth without losing frame rate. (e) and (f) are the photographs with two di�erent exposure times of the

same image projected by the proposed 16-bit projector; whereas (d) shows the results by a 8-bit projector.

As can be seen, 16-bit projection successfully reproduces the image details like the checkerboard and

the bull in the dark with fewer quantization errors. We denote the minimum DMD switching time by t .

What We Will Demonstrate in this Chapter

In this chapter, we propose a novel design for DMD-based projectors to achieve high bit-depth and

high frame-rate projection. Our key innovation is in the form of light intensity control. Compared to

traditional designs which use a light source with a constant intensity, our projector utilizes an intensity-

modulated light source with a co-designed light-intensity coding scheme. This additional degree of

freedom in the light source broadens the design space that enables us to increase both the frame rate

and the bit-depth of the projector. We can also easily support the use of multiple color light sources to

produce more vivid colors, wider color gamut, and higher brightness — all without sacri�cing bit depth

or frame rate. When we are interested in traditional levels of bit-depth projection, the proposed design

reduces the operating speed of the DMD, which could potentially lower device costs. When incorporated

into a VR display, the proposed projector not only can improve the immersion of the virtual world (by

reducing the latency and producingmore vivid colors) but also can enable us to build a multifocal display

with dense focal stacks.
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An overview of the proposed method is illustrated in Figure 5.2. As we will see in Figure 5.2(b),

the proposed design requires a relatively small modi�cation to existing projectors in the form of ad-

ditional circuitry for enabling light intensity control. For LED sources, the intensity modulation can

often be performed e�ciently, without loss of energy, using pulse-width modulation. In all, this makes

the proposed technology widely adoptable in most existing projector designs, including traditional 8-bit

projectors and modern designs that enjoy high contrast ratio [Damberg et al., 2016, Huang and Pan,

2014, Pan and Wang, 2013]. It also makes the proposed technology easily adoptable in our multifocal

VR display.

Speci�cally, we make the following contributions.

• Light intensity control for DMD-based projector. We propose a novel approach to increasing the bit-

depth and the frame rate of a projector by introducing intensity coding at light source. This light

intensity coding is easily achieved using pulse-width modulation with little loss of energy and intro-

duces little additional complexity to traditional projector designs.

• Code design. We chart out a design space that allows us to tradeo� the maximum brightness of the

projected scene towards obtaining higher bit-depth, frame rate and/or wider color gamut. This design

space is enabled by a novel hybrid code design that mixes light intensity control with traditional pulse-

width modulation. A key observation is that for marginal loss in brightness (often, less than 4%) we

can enable higher bit-depth and color gamut.

• Hardware prototype. We present a hardware prototype to showcase and validate the performance of

our projector.

Note that the bene�t of high bit-depth projection is often only perceptible by the human visual system

when the projector has high contrast ratio and in a dark environment. The enclosure provided by a VR

headset e�ectively isolate any environment light source. While the proposed design does not increase

the contrast ratio of a projector, it can easily be incorporated into existing methods that increase contrast

ratio using novel prism designs [Huang and Pan, 2014, Pan and Wang, 2013] or using a light modulator

to spatially reallocate light [Damberg et al., 2016].

5.3 Background

We start this section by introducing the concept of bit-depth and the dynamic range of a projector. Then

we will dive into the details of DMD-based projection and pulse-width modulation. In the end, we will

introduce prior works on light-intensity modulated projection.
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5.3.1 Bit Depth and Dynamic Range

The output of a projector can be described by two factors — dynamic range and bit depth. Dynamic

range determines the range of the projected light intensity and is measured by the contrast ratio, which

is the ratio between the highest possible light intensity and the lowest intensity, e.g., C : 1. Bit depth,

on the other hand, describes the intensity resolution and is usually represented in bits. For example, an

8-bit color channel means that its intensity range is uniformly divided into 28 = 256 levels.

For a projector with a contrast ratio ofC and n-bit intensity resolution, if we denote the intensity of

j-th level by Ij , where j 2 [0, 2n � 1], we can represent the ratio between the j-th intensity level Ij and

the highest intensity Imax (or I2n�1) as

Ij

Imax
=

j

2n�1 +
1
C
⇥ 2n�1�j

2n�1 , 8j 2 [0, 2
n�1], (5.1)

where the �rst term represents the ratio of intended intensity outputs and the second term represents

the undesired outputs due to limited contrast ratio. Therefore, the intensity di�erence between two

adjacent levels is

Ij+1 � Ij =
1

2n�1
✓
1 � 1

C

◆
Imax :=

1
2n�1 Ieq, 8j 2 [0, 2

n�2], (5.2)

where Ieq = (1�1/C )Imax is the equivalent intensity range. It can be seen that larger C allows us to

utilize larger portion of Imax, and increasing n allows subtle intensity di�erences (i.e., image details) to

be reproduced.

Contrast ratio of projectors is usually determined by their optical designs. For example, novel prism

designs reduce stray light in the projectors and boost contrast ratio to 215.5 : 1 [Huang and Pan, 2014,

Pan and Wang, 2013]; light reallocation methods [Damberg et al., 2016, Damberg and Heidrich, 2015,

Hoskinson and Stoeber, 2008, Hoskinson et al., 2010] redistribute light energies from darker regions in

the images to the brighter ones and thereby directly increase the contrast ratio of the projected image.

As these projector designs have achieved contrast ratios higher than 215 : 1, in this paper, we propose a

high bit-depth projection technique that can easily achieve bit depth of 16 bits, which fully utilizes the

high dynamic-range of modern projector designs.

5.3.2 DMD-based Projection

A DMD-based projector is typically composed of a light source, a DMD, and a projection lens, as shown

in Figure 5.1b. The light source constantly shines light onto the micromirrors on the DMD, and the

projection lens maps each micromirror to a pixel on the screen. Each micromirror has two states —

when turned on, it directs light toward its corresponding pixel; when turned o�, it directs light away
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from the projection lens (usually toward a light collector in the projector.) Although the on-o� operation

allows simple micro-electromechanical design, the binary characteristic can only generate black-and-

white images at any instance.

There are a few constraints underlying the operation of a DMD. There is a minimum amount of time

required to transition from one micromirror con�guration to another — a limitation that is imposed

due to data transmission to the DMD. Typically, data transmission bus operates at 64 bits and 400 MHz.

Hence, for a DMD with 1024⇥768 micromirrors, it takes 1024⇥768
64⇥400 = 30.72 us to transmit a full-frame

binary image. The data transmission rates can be even larger for higher resolution DMDs. One approach

to reducing the transmission time is to group micromirrors in blocks that are synchronized and change

states jointly. This approach sacri�ces spatial homogeneity within individual binary image similar to

the trade-o� between global and rolling shutters in cameras. Further, the electronics associated with

block-based control is signi�cantly complicated, and this makes the device expensive. However, the

gains provided by this approach are often signi�cant and it can reduce the latency between bitplanes

to as little as 2 us for a 1024⇥768 array. For simplicity of analysis, we adopt an ideal DMD model that

sends out bitplanes with a minimum exposure time of 2 us.

5.3.3 Pulse-width Modulated Projection

DMD projectors use pulse-width modulation (PWM) at each pixel (micromirror) to project a frame.

Each micromirror encodes the binary representation of the desired intensity value at the corresponding

pixel. Given a chosen minimum bitplane exposure time t (t � 2 us in our example), an n-bit grayscale

image is produced by sequentially projecting n bitplanes (from the least signi�cant bit (LSB) to the most

signi�cant bit), with exposure time t , 2t , . . . , 2n�1t us. Hence, the total time required to project one

image is (2n�1)t us. This concept is illustrated in Figure 5.3a and the analytical formulas for frame rate

and contrast ratio are listed in Figure 5.1. One simple method to project color images is repeating this

process for each color channel and, hence, for a three-color image, the total time to project a single image

is 3(2n�1)t us. The exponential dependence on intensity resolution, given in terms of the number of bits

n, re�ects the lack of scalability of traditional designs, as demonstrated by some examples in Figure 5.2.

It is worth mentioning that more sophisticated color projection can be achieved by the technique called

gamut reshaping [Majumder et al., 2010], which fully utilizes the wider color gamut of modern light

sources like LEDs and lasers to increase color �delity and amaximum brightness of a projector. Since the

gamut reshaping is achieved by temporally modulating the on-duration of the light sources, to increase

the bit depth, the total frame exposure time still needs to be increased exponentially in term of n.
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(a) An illustration for projecting a 8-bit, grayscale image with PWM projection.

(b) An illustration for projecting a 8-bit, grayscale image with the proposed HLM projection.

Figure 5.3: Comparison between the PWM projection and proposed hybrid light modulated

projection. By incorporating light intensity control, the proposed method greatly reduces frame

time.

5.3.4 Light-intensity Modulated Projection

Intensity-modulated light sources can be used to break the exponential relationship between total frame

exposure time and intensity resolution. One approach of light-modulated projection is to perform

binary-coding on the light source intensity [Hainich and Bimber, 2014]. Suppose that we seek to project

an n-bit grayscale image. We project n bitplanes, each of a �xed exposure period t . Each bitplane is

associated with a di�erent light source intensity; speci�cally, the i-th bitplane is illuminated with the

light intensity set at 2�(n�i ) times its maximum intensity. Hence, the light source intensity takes the

values 2�(n�1), 2�(n�2), . . . , 2�1, 1. Each micromirror is coded with the n-bit binary representation of the

intensity that we seek to project at its corresponding pixel. We refer to this scheme as binary light

modulation (BLM).

A key feature of BLM is that it can project an n-bit image using n bitplanes with the same exposure

time and hence, the total time to project an image is simply nt us. This linear dependence of exposure

time on n is in sharp contrast to traditional PWM projection whose exposure time is exponential in

n, as compared in Figure 5.1 and Figure 5.2. Hence, we can achieve very high frame rate as well as
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pulse-width modulation  
(PWM) 

binary light modulation 
(BLM)  

hybrid light modulation 
(HLM) 

frame rate 

rel. brightness 1 

contrast ratio 

power efficiency 
(avg. power to project the LSB) 

f

2n � 1

p

2n � 1

p

2n � 1

p

2n � 1

2

n

�
1� 2�n

�

f

n

f

n1 + 2n2 � 1

1� 2�n

1 + (n1 � 1)⇥2�n2

C : 1 C : 1C : 1

Table 5.1: Expressions of frame rate, relative brightness, contrast ratio, and power e�ciency of

n-bit grayscale projection. We denote the minimum bitplane switching time by 1
f and the power to

project a frame with maximum brightness by p.

PWM BLM HLM 

bit depth (bits) frame rate rel. brightness frame rate rel. brightness frame rate rel. brightness 

12 40.7 fps 1 555 fps 0.17 50.5 fps 0.97 

14 10 fps 1 476 fps 0.14 49.8 fps 0.96 

16 2.5 fps 1 416 fps 0.12 49.0 fps 0.94 

Table 5.2: Examples of frame rate and relative brightness of RGB projection. For PWM, we set

t = 2 us, which is achieved with the help of block-based micromirror control. For BLM and HLM, we

set t = 50 us as that used in our prototype (without the help of block-based micromirror control). We

assign n2 = 7 for HLM.

intensity resolution in BLM. However, BLM has one critical disadvantage — a signi�cant reduction in

the brightness of the projected image. The maximum brightness of BLM can be derived by

Lbmax =
1
n

✓
1 +

1
2
+ · · · + 1

2n�1
◆
L =

2
n

✓
1 � 1

2n
◆
L ⇡ 2

n
L, (5.3)

where n is the number of bitplanes and L is the full intensity of the light source. For example, to achieve

a bit depth of 16-bits, BLM can only output 1/8 of the brightness achievable by PWM. This makes BLM

rather impractical for most applications — a point noted in [Hainich and Bimber, 2014] as well.
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5.4 Prior High Bit-depth Projection Techniques

Existing high bit-depth projectors utilize multiple spatial light modulators (SLM), e.g., DMDs or liquid

crystal displays (LCD), either in parallel or in series. Cinema projectors utilize three DMDs in parallel

with each DMD associated with a single color channel, to achieve 15-bit projection at video rate [Texas

Instruments, [n.d.]a]. Dual modulation techniques [Damberg et al., 2007, Heide et al., 2014, Kusakabe

et al., 2009, Pavlovych and Stuerzlinger, 2005, Seetzen et al., 2004, Wetzstein et al., 2011] are popularly

used in high dynamic-range projectors, and they utilize two (or more) SLMs in series to modulate the

outgoing light multiple times. For example, an LCD placed in front of a DMD-based projector can

provide additional attenuation of the outgoing light intensity and thus reduces minimum brightness and

increases dynamic range. SLMs like analog micromirror array or liquid crystal on silicon (LCoS) can also

be used to redistribute light energy from dark pixels to bright ones to increase both energy e�ciency

and dynamic range of the projectors [Damberg et al., 2016, Damberg and Heidrich, 2015, Hoskinson and

Stoeber, 2008, Hoskinson et al., 2010].

In addition to the increased device costs, utilizing serial SLMs leads to the following three challenges.

First, every stage of light modulation loses energy. For example, light e�ciency for DMDs is 68% [Texas

Instruments, [n.d.]c,n] and those for LCDs and LCoSs are at most 50% (due to the polarization). To com-

pensate for the lost light energy, higher-powered light sources are needed to achieve desired brightness.

Second, despite the increased dynamic range, serial modulations usually produce nonuniform intensity

levels and thus require additional preprocessing algorithms from the typical linear intensity values. In

addition, even with the preprocessing, the non-uniformity in pixel intensity reduces the overall bit depth

of the projectors. For example, serial modulated projectors composed of two 8-bit LCDs can achieve at

best intensity resolution of 13.3 bits. Third, utilizing multiple SLMs requires sophisticated optical de-

signs, including subtle calibrations like careful positioning the SLMs. Due to these factors, existing high

bit-depth/high dynamic-range projectors are usually much more expensive than standard projectors.

Compared to these methods, our proposed projector requires only a single DMD and generates uni-

form intensity levels, and thereby no additional costs or calibration are needed. Besides, the system can

be easily modi�ed from commercial 8-bit DMD projectors or incorporated into existing high dynamic-

range projectors or VR displays.

5.4.1 Other Types of High Bit-depth Displays and Projectors

The principle of dual modulation has also been utilized in a variety of high dynamic-range displays [Fer-

werda and Luka, 2009, Guarnieri et al., 2008, Seetzen et al., 2004,Wanat et al., 2012]. By coupling a second
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SLM with a traditional projector or a LED panel, the local light intensity can be individually controlled

to achieve high contrast ratio. Auto-iris technique dynamically controls the intensity of the light source

based on the image content. For example, when showing a dark scene, the iris is reduced to increase

the bit depth at the lower-intensity range. Therefore, the method cannot improve bit depth e�ectively

if a scene contains both bright and dark regions. In comparison, the proposed method provides high

bit-depth projection in every frame and requires no adaptation to the projected content. Multi-projector

systems [Damera-Venkata and Chang, 2009, Majumder and Brown, 2007, Majumder and Welch, 2001]

overlap the projected images to increase the maximum brightness as well as the spatial resolution; how-

ever, this requires going beyond a single lightmodulator and hence, has the same bene�ts and limitations

as multi-DMD systems.

5.5 Hybrid Light Modulation

Recall that while traditional PWM projection has the maximum brightness output, it su�ers from low

frame rate due to the exponential dependence between the exposure time of an image and the desired

bit depth. As BLM projection signi�cantly increases the frame rate, it sacri�ces maximum brightness

and therefore is not useful in practice. In this section, we propose hybrid light modulation, which solves

the disadvantages of PWM and BLM by carefully incorporating PWM with BLM.

Observe that with PWM projection, the bitplane exposure time grows exponentially as the number

of bits increase, while with BLM, the bitplane exposure time remains identical. If we apply BLM to the

least signi�cant bitplanes to decrease the number of bits assigned to PWM (as in Figure 5.3b), we can

dramatically reduce the total exposure time to project an image. Besides, if only a few bitplanes are

assigned to BLM, the total exposure time of PWM will still be exponentially longer than that of BLM

and thereby mitigate the loss of the maximum brightness due to BLM. We refer to this scheme as hybrid

light modulation (HLM). In essence, in HLM, we use BLM for only the lesser signi�cant bitplanes and

use PWM on the rest (i.e., more signi�cant) bitplanes. As we will analyze next, HLM can provide a

signi�cant reduction in exposure time associated with a frame without a commensurate reduction in

brightness.

Suppose that we require an intensity resolution of n bits. We breakup the intensity resolution into

two buckets: n1 bits that are assigned to BLM and n2 bits assigned to PWM, with n1 + n2 = n. Further,

the PWM is performed with the light source intensity set to its maximum. The total exposure time per

image is

(n1+2n2�1)t ,
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and its maximum achievable brightness is

Lhmax =
1

n1+2n2�1
✓
2n2�1+ . . .+1+

1
2
+ . . .+

1
2n1

◆
L =

1�2�n
1+(n1�1)⇥2�n2

L. (5.4)

We can expect that 2n2 is usually much larger than n1, and hence, the maximum brightness Lhmax ⇡ L for

small n1 and the frame time is approximately 2n2t . Hence, by optimizing over n1 and n2 while keeping

their sum equal ton, we can achieve the desired tradeo� betweenmax-brightness and speed of operation,

in terms of images per second. Besides, the contrast ratio of HLM can be computed as

Ch =
Lhmax
Lhmin

=

⇣
2n2�1+ . . .+1+ 1

2+ . . .+
1

2n1
⌘
L

⇣
2n2�1+ . . .+1+ 1

2+ . . .+
1

2n1
⌘
L
C

= C, (5.5)

which remains the same as the contrast ratio of the original PWM projection. We compare the frame

rate, brightness, contrast ratio, and power e�ciency between PWM, BLM, and the proposed HLM in

Figure 5.1 and provide some example numbers in Figure 5.2. For the numbers in Figure 5.2, we allow

for block-based micromirror control only for the PWM scheme. Yet, even without block-based control,

HLM coding achieves 16-bit, RGB projection over 49 fps with only 6% of brightness reduction, when

n2 = 7. In contrast, traditional PWM with block-based control can only achieve 2.5 fps in spite of the

e�ciencies enabled by block-based control.

We illustrate the trade-o�s among the bit depth, the frame rate, and the maximum brightness of

PWM, BLM, and the proposed HLM in Figure 5.4. Note that when assigning all bitplanes to PWM

(bottom right corner), HLM reduces to the traditional PWM, which has high brightness but low frame

rate; on the other hand, when all bitplanes are assigned to use BLM, HLM becomes BLM and has high

frame rate but low brightness. By designing the coding scheme (i.e., judicious selection of n1), HLM can

achieve both high brightness and high frame rate for high bit-depth projection (upper-right corner).

5.5.1 Enhancing Color Gamut and Brightness

Recall that single DMD projectors use temporal dithering to achieve color perception and hence, the

frame rate of projection is reduced by a factor equal to the number of colored light sources. For a

small loss of brightness, we can exploit the e�ciencies enabled by HLM to achieve wider color gamut

without a commensurate loss in bit depth or frame rate. For example, Figure 5.5b shows the typical

color gamut of projectors with RGB LEDs; by adding cyan and yellow LEDs, we can potentially expand

the color gamut to be a pentagon, and thereby project deeper colors that are unable to be produced

by ordinary RGB projectors. Similarly, if we add a bright-white LED, we can boost the brightness on

the brighter spots in the images and make them more vivid; here, we rely on the higher luminance



42 CHAPTER 5. HIGH-SPEED DISPLAY WITH LIGHT-INTENSITY MODULATION

0.2 0.4 0.6 0.8 1
10−1

100

101

102

103

more binary bits8 bits
12 bits
16 bits

relative brightness

fr
am

e 
ra

te
 (l

og
-s

ca
le

)

Figure 5.4: Trade-o� between brightness and frame rate of our proposed HLM with bit depth

n = 8, 12, and 16 bits and t = 50us. The bottom-right corner assigns all the bits to PWM (n1 = 0), and

by increasing n1, the frame rate increases rapidly without losing much of the brightness. When all bits

are assigned to BLM (upper-left corner), the projection has the highest frame rate but lowest brightness.

It can be seen that our HLM e�ectively achieves high frame rate and high brightness with high bit-depth

(upper-right corner).

output typical to commercial white LEDs. The proposed HLM can also be incorporated into the gamut

reshaping technique [Majumder et al., 2010] to concurrently increase bit depth and utilize the increased

color gamut to increase color �delity and maximum brightness.

5.6 Prototype and Experimental Results

We build a prototype to examine the bene�ts of the proposed light intensity modulation. We focus on

demonstrating the capability of projecting high bit-depth images in the chapter, and the capability to

perform high frame-rate projection will be demonstrated when we display dense focal stacks in the

following chapters.

5.6.1 Light Intensity Control

In order to precisely control the intensity of the light source, we can use LEDs or laser diodes as light

sources, both of which allow analog and digital controls of intensity at high frequencies. LEDs and
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laser diodes are also able to achieve high luminous �ux output, e.g., above 4000 lm for LEDs and 10000

lm for laser diodes, and have been popularly used in commercial projectors due to their high energy

e�ciency. While their current-driven characteristic allows us to control intensity analogly, we choose

to modulate their intensity digitally by switching the LEDs on and o� rapidly, e.g., in MHz, with pulse-

width modulation. By controlling the ‘on’ duration within the exposure time of each bitplane, we can

adjust the (averaged) light intensity. While more e�cient electrical designs may be used to switch the

LEDs in high frequency, for simplicity we use a current controller [Texas Instruments, [n.d.]e] that

requires no capacitor connected to the LEDs (thus minimizes delays), and we use a MOSFET to shunt

the current from the LED inputs to turn o� the LEDs. Since the MOSFET can be turned on and o�within

a few nanoseconds, we can easily switch the LEDs in 20 MHz in our system prototype. This allows us

to assign 10 bits to BLM with minimum bitplane exposure equal to 50 us.

5.6.2 System Prototype

Our system prototype is composed of three components — the projection optics, the DMD development

kit, and the LED with associated circuits for intensity modulation (see Figure 5.5a). For the projection

A

D

C

B

F E

A LED
Led-engin LZP-04MD00

B Projection optics
Vialux star core optics

C Digital micromirror device
TI DLP7000

D DMD control
Vialux V-7000

E LED driver
TI LM3409HV

F FPGA control
Terasic DE0 nano soc

(a) System prototype.
(b) Color gamut.

Figure 5.5: Prototype of the proposed projector. The prototype is composed of a LED, a DMD, and

a projection optics. The color gamut of the prototype can be expanded by adding yellow or cyan LEDs

to our system.
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optics, we use Vialux STAR-07 core [Vialux, [n.d.]], whose full on/full o� contrast ratio is 2000 and

aperture is f /2.6. The projection optics module has two ports, one connecting the DMD and the other

connecting the light source. The light entering the module is �rst spatially smoothed by an integration

rod, to create homogeneous lighting, and directed onto the DMD by relay optics. For further details, we

refer to the application report provided by Texas Instruments [Texas Instruments, [n.d.]b].

We use Texas Instruments DLP7000 DMD, which has a spatial resolution of 1024⇥768 pixels. For the
light source, we use the LED-ENGIN LZP-04MD00 — an RGBW LED system whose red, green, blue, and

white LEDs output 330, 820, 35, and 1785 lumens, respectively. We use Texas Instruments LM3409HV

chip to drive the LED and program an FPGA (Terasic DE0-Nano) to synchronize the LEDs and DMD.

For the sake of simplicity, we update all micromirrors jointly with minimum bitplane switching time

set to t=50 us. With our system setup, we are able to modulate the LEDs with 20 MHz (with up to 10

bits of intensity control) and can achieve 16-bit, RGB projection at 49 fps and 6% loss of brightness (by

assigning n1 = 9 bits to BLM). We could also replace the FPGA and use a low-cost Arduino board to

synchronize the LEDs and DMD, as shown in Code File 1 (Ref. [Rick Chang et al., 2016]. With the speed

of Arduino Uno board, we can easily achieve 12-bit projection (n1 = 4,n2 = 8).

5.6.3 Experimental Results

To validate the performance of our prototype, we use a PointGray Grasshopper camera to analyze the

projected photograph.
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(b) Zoom in of the green region.

Figure 5.6: Measured pixel intensities in grayscale projections of the traditional 8-bit PWM and the

proposed 16-bit HLM.



5.6. PROTOTYPE AND EXPERIMENTAL RESULTS 45

(a) RGB projection (n1=9, n2=7). The slope of the re-

gression line is 0.96.

(b) RGBW projection (n1=10, n2=6). The slope of the

regression line is 1.17.

Figure 5.7: Measured pixel intensities (blue dots) in RGB and RGBW projections of the tradi-

tional PWM and the proposed HLM. The dashed line represents the line � = x , and the red line

represents the least-squares regression line of the measured pixel intensities.

High Bit-depth Projection

We �rst validate our claim that proposed HLM coding can achieve 16-bit high bit-depth projection at

a small loss of brightness. We project images in which all pixels having the same grayscale value with

HLM (n1 = 8) and average the captured pixel intensities in each photograph. As can be seen in Figure 5.6,

the proposed 16-bit HLM successfully produce individual intensity levels which traditional 8-bit cannot

produce. Note that the discontinuities of 16-bit HLM in Figure 5.6 are caused by the natural delay in

LED switching and can be removed by precisely adjusting the pulse-width of the ‘on’ duration of the

LED in each binary bit.

Loss in Brightness

We validate the claim that the proposed HLM coding causes only a marginal loss in brightness. We

project multiple scenes (some of which are shown in Figure 5.8, Figure 5.9, and Figure 5.10) using both

8-bit PWM coding and 16-bit HLM coding. Figure 5.7 compares the intensity observed at a pixel (of a

projected image) when we use the traditional 8-bit PWM to the intensity observed when we use HLM

coding at 16-bits. We remove pixels that are either under-exposed or over-exposed. We observe that, on

an average, HLM coding (RGB, n1=9,n2=7) loses only 4% of brightness.
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(a) PWM, 8-bit, 400 ms. (b) PWM, 8-bit, 1000 ms. (c) PWM, 8-bit, 2000 ms.

(d) HLM, 16-bit, 400 ms. (e) HLM, 16-bit, 1000 ms. (f) HLM, 16-bit, 2000 ms.

Figure 5.8: Unprocessed photographs of grayscale projection results.

We compare the traditional 8-bit coding to the 4-LED RGB+White (RGBW) system. Here, we observe

that, despite using more LEDs and hence a 33% penalty in temporal dithering, HLM coding with 4

LEDs e�ectively increases brightness by 17%, compared to the traditional 8-bit RGB PWM. However,

the RGBW projection mostly bene�ts the pixels that are gray-toned; this results in a higher variance of

pixel intensities shown in Figure 5.7.

8-bit vs. 16-bit Projection

We now compare the tradition 8-bit projection to the 16-bit projection on our prototype. To generate

the input for the 16-bit projector, given a high dynamic-range radiance image, we �rst perform primi-

tive tone-mapping with exposure and contrast adjustment, then we quantize the radiance image to 16

bits and 8 bits per color channel. As 16-bit images have 256⇥ more intensity levels per color channel

and 16-million times more RGB colors than the 8-bit ones, subtle details are preserved in 16-bit projec-

tion and less quantization noise (e.g., banding e�ects) is observed. We demonstrate grayscale projection

in Figure 5.8, RGB and RGBW projection in Figure 5.9 and Figure 5.10. In the �gures, we present un-

processed photographs of projected images under three di�erent exposure time settings. We mark the

regions where the di�erence between the 8-bit and the 16-bit projected results can be perceived in a
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(a) PWM, 8-bit, 400 ms. (b) PWM, 8-bit, 1000 ms. (c) PWM, 8-bit, 10000 ms.

(d) HLM, 16-bit, 400 ms. (e) HLM, 16-bit, 1000 ms. (f) HLM, 16-bit, 10000 ms.

(g) HLM, 16-bit (RGBW), 0.4 s. (h) HLM, 16-bit (RGBW), 1 s. (i) HLM, 16-bit (RGBW), 10 s.

Figure 5.9: Unprocessed photographs of color projection results.

dark environment. Due to the higher bit-depth, we are able to reproduce image details that are other-

wise lost with traditional 8-bit projection, for example, the ‘16-bit’ in Figure 5.8, the inside of the bridge

in Figure 5.9, the checkerboard in the darker area of Figure 5.2, and the bushes and tree trunks in Fig-

ure 5.10. To convert the original RGB images to RGBW, for each pixel location, we set the white value

to be the minimum in the three channels and subtract the value from the original channels. Based on

the assumption that brighter objects tend to have lower-saturated colors, in the RGBW projection, we

deliberately set the luminance output of the white LED to be higher than the RGB ones. This highlights

the bright spots in the scene and makes the images more vivid, which can be seen from the brighter

white regions in Figure 5.9 and Figure 5.10.
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(a) PWM, 8-bit, 400 ms. (b) PWM, 8-bit, 1000 ms. (c) PWM, 8-bit, 10000 ms.

(d) HLM, 16-bit, 400 ms. (e) HLM, 16-bit, 1000 ms. (f) HLM, 16-bit, 10000 ms.

(g) HLM, 16-bit (RGBW), 0.4 s. (h) HLM, 16-bit (RGBW), 1 s. (i) HLM, 16-bit (RGBW), 10 s.

Figure 5.10: Unprocessed photographs of color projection results.

5.7 Conclusion

We propose hybrid light modulation, whose novel light intensity control introduces a new design space

for high bit-depth projection with wider color gamut and higher frame rates. When applied to high

bit-depth projection, hybrid light modulation avoids the signi�cant drop of frame rate in pulse-width

modulated projection as well as a drop in brightness in binary light-modulated projectors. The proposed

projector requires only a single DMD, projection optics, and a modulated LED light source — similar

to most commercial DMD-based projectors; besides, no preprocessing algorithm is needed to adopt

the proposed coding scheme. Thereby only a few modi�cations and additional costs are needed in
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order to adopt this technology to existing projectors. Hybrid light modulation coding can also bene�t

existing high dynamic-range projection techniques, including novel prism designs and light reallocation

projectors, to achieve higher bit depth and to expand the color gamut. The proposedmethod also bene�ts

VR displays by improving their color reproduction and their frame rate. Speci�cally, the signi�cantly

improved frame rate enables us to display dense focal stacks in a multifocal VR display.





6Building a Virtual World with Dense Focal Stacks

The human eye automatically changes the focus of its lens to provide sharp, in-focus images of objects

at di�erent depths. While convenient in the real world, for VR/AR applications, this focusing capability

of the eye often causes the vergence-accommodation con�ict (VAC) [Hua, 2017, Kramida, 2016] that

prevents us to use the devices for a long period of time.

In the real world, the vergence cue and the accommodation cue act in synchrony. However, most

commercial VR/AR displays render scenes by manipulating the disparity of the images shown to each

eye. Given that the display is at a �xed distance from the eyes, the corresponding accommodation

cues are invariably incorrect, leading to a con�ict between vergence and accommodation that can cause

discomfort, fatigue, and distorted 3D perception, especially after long durations of usage [Ho�man et al.,

2008, Vishwanath and Blaser, 2010, Watt et al., 2005, Zannoli et al., 2016]. While many approaches have

been proposed to mitigate the VAC, it remains one of the most important challenges for VR and AR

displays.

From Chapter 4, we have learned that the ability to generate dense focal stacks can e�ectively reduce

VAC and increase the spatial resolution across the depth range. Our analysis also tells us the number

of focal planes we need. We have designed and built a high frame-rate and high bit-depth display that

enables us to rapidly refresh content on focal planes in Chapter 5. Now, we are ready to build amultifocal

display with dense focal stacks. Speci�cally, our prototype system is capable of displaying 1600 focal

planes per second, which can be used to display scenes with 40 focal planes per frame at 40 frames per

second. As a consequence, we are able to render virtual worlds at a realism that is hard to achieve with

current multifocal display designs.

What We Will Demonstrate in this Chapter

This chapter introduces the design of a novel multifocal display that produces three-dimensional scenes

by displaying dense focal stacks. In this context, we make the following contributions:
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• High-speed focal-length tracking. The core contribution of this chapter is a system for real-time

tracking of the focal length of a focus-tunable lens at microsecond-scale resolutions. We achieve this

by measuring the de�ection of a laser incident on the lens.

• Prototype. We build a proof-of-concept prototype that is able to produce 40 8-bit focal planes per

frame with 40 fps. This corresponds to 1600 focal planes per second — a capability that is an order of

magnitude greater than competing approaches.

6.1 Generating Dense Focal Stacks

We now have a clear goal — designing a multifocal display supporting a very dense focal stack, which

enables display high-resolution images across a wide accommodation range. A typical multifocal display

is composed of a display panel and a focus-tunable lens. You may think that with the 2000-fps display

we built in Chapter 5, we can build a multifocal display that can show 2000 focal planes per second. It

turns out that thing is not as easy, and it is due to the focus-tunable lens.

6.1.1 Focus-tunable Lenses

The ability to change its focal length of a focus-tunable lens can be implemented in one of many ways;

for example, by changing the curvature of a liquid lens [Optotune, 2017, Varioptic, 2017], the state of a

liquid-crystal lens [Jamali et al., 2018a,b], the polarization of a waveplate lens [Tabiryan et al., 2015], or

the relative orientation between two carefully designed phase plates [Bernet and Ritsch-Marte, 2008].

The response time of the devices inevitably constrains their ability to change the focal length rapidly.

Among the methods above, liquid-based focus-tunable lenses are the most matured and have widely

been used in many multifocal and varifocal displays [Johnson et al., 2016, Konrad et al., 2016, Liu et al.,

2008, Padmanaban et al., 2017]. Liquid-based focus-tunable lenses from Optotune [Optotune, 2019] is

composed of a container �lled with an optical �uid. The container is made of by an elastic polymer

membrane whose shape changes according to the pressure applied from the optical �uid. By controlling

the pressure with an actuator, the curvature of the membrane and hence the focal length of the lens can

be programmed.

Most focus-tunable liquid lenses have a settling time longer than 5 ms [Optotune, 2019, Varioptic,

2017]. This means that every time we change the focal-length con�guration, it takes 5 ms for the focal

length to be set. Hence, in order to wait for the lens to settle so that the displayed image is rendered

at the desired depth, we can output at most 200 focal planes per second. For a display operating with
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30-60 frames per second (fps), this would imply anywhere between three and six focal planes per frame,

which is woefully inadequate.

6.1.2 Oscillating Focus

The proposed display relies on the observation that, while focus-tunable lenses have long settling times,

their frequency response is rather broad and has a cut-o� upwards of 1000Hz []optotune. This suggests

that we can drive the lens with excitations that are radically di�erent from a simple step edge (i.e.,

a change in voltage). For example, we could make the lens sweep through its entire gamut of focal

lengths at a high frequency simply by exciting it with a sinusoid or a triangular voltage of the desired

frequency. If we can subsequently track the focal length of the lens in real-time, we can accurately

display focal planes at any depth without waiting for the lens to settle. In other words, by driving the

focus-tunable lens to periodically sweep the desired range of focal lengths and tracking the focal length

at high-speed and in real-time, we can display numerous focal planes, as long as the display supports

the required frame rate.

6.1.3 Focal-Length Tracking

While oscillating the focus-tunable lens helps avoid the long settling time, it sacri�ces our ability to set

the focal length manually. While the optical power of focus-tunable lenses is controlled by an input

voltage or current, simply measuring these values only provides inaccurate and biased estimates of the

focal length. This is due to the time-varying transfer functions of tunable lenses, which are known to

be sensitive to operating temperature and irregular motor delays. Figure 6.1 shows the error in the focal

length error of a tunable lens which is driven by its standard driver [Optotune, 2019]. Even though the

driver uses the temperature of the device to compensate for the drift in the power of the lens, it does not

eliminate the errors, especially when there is a rapid change in the input signal. Since we oscillate the

focus-tunable lens, the errors can easily accumulate, and we will display focal planes at wrong depths.

Optically Probing the Tunable Lens

Instead of relying solely on controlling the input voltage, we propose to estimate the focal length by

probing the tunable lens optically. This enables robust estimations that are invulnerable to the unex-

pected factors.

In order to measure the focal length, we send a collimated infrared laser beam through the edge of

the focus-tunable lens. Since the direction of the outgoing beam depends on the focal length, the laser
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Figure 6.1: Error in optical power of tunable lens. The tunable lens is controlled by its standard

driver. (a) shows the target optical power over time. (b) shows the device temperature. (c) is the error

of optical power of the tunable lens. Figure courtesy Optotune [2019].
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beam changes direction as the focal length changes. There are many approaches to measure this change

in direction, including using a one-dimensional pixel array or an encoder system. In our prototype, we

use a one-dimensional position sensing detector (PSD) to enable fast and accurate measurement of the

location. The schematic is shown in Figure 6.2a.

The focal length of the laser is estimated as follows. We �rst align the laser so that it is parallel to

the optical axis of the focus-tunable lens. After de�ection by the lens, the beam is incident on a spot on

the PSD whose position, as shown in Figure 6.2b, is given as

h = a

 
dp

fx
� 1

!
, (6.1)

where fx is the focal length of the lens, dp is the distance measured along the optical axis between the

lens and the PSD, and h is the distance between the optical center of the lens and the spot the laser is

incident on. Note that the displacement h is an a�ne function of the optical power of the tunable lens.

We next discuss how the location of the spot is estimated from the PSD outputs. A PSD is composed of

a photodiode and a resistor distributed throughout the active area. The photodiode has two connectors at

its anode and a common cathode. Suppose the total length of the active area of the PSD is `. When a light

ray reaches a point at h on the PSD, the generated photocurrent will �ow from each anode connector

to the cathode with amount inversely proportional to the resistance in between. Since resistance is

proportional to length, we have the ratio of the currents in the anode and cathode as

i1
i2
=

R2

R1
=

`
2 � h
`
2 + h

, or h =
`

2
i2 � i1
i2 + i1

. (6.2)

Combining (6.2) and (6.1), we have

1
fx
=
`

2adp
r +

1
dp
, where r =

i2 � i1
i2 + i1

. (6.3)

As can be seen, the optical power of the tunable lens 1
fx is an a�ne function of r . With simple calibration

(to get the two coe�cients), we can easily estimate the value.

6.1.4 The Need for Fast Displays

In order to display multiple focal planes within one frame, we also require a display that has a frame

rate greater than or equal to the focal-plane display rate. To achieve this, we use the digital micromirror

device (DMD)-based projector that we built in Chapter 5 as our display. Commercially available DMDs

can easily achieve upwards of 20, 000 bitplanes per second. Following the design in [Chang et al., 2016],

we modulate the intensity of the projector’s light source to display 8-bit images; this enables us to
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display

shortpass 
dichroic
mirror

shortpass 
dichroic
mirror

position sensing detector collimated
infrared laser

driving signal of focus-tunable lens

(a) Schematic of focal-length tracking

position sensing
detector

(b) Optical layout

Figure 6.2: Illustrations of the focal-length trackingmodule. (a) The focal-length tracking system

is composed of two shortpass dichroic mirrors and a position sensing detector. The dichroic mirror

allows visible light to pass through but re�ects the infrared light ray emitted from the collimated laser.

(b) The position of the laser spot on the position sensing detector is an a�ne function of the optical

power of the lens.

display each focal plane with 8-bits of intensity and generate as many as 20, 000/8 ⇡ 2, 500 focal planes

per second.

Other display technologies can be used with the proposed method. For example, OLED and mi-

croLED displays are in principle capable of refreshing at multiple thousands Hz. Since these displays

are thinner and has higher contrast than DMD-based projectors, switching to these technologies can

potentially improve the proposed display in terms of bulk and image quality.
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6.1.5 Design Criteria and Analysis

We now analyze the system in terms of various desiderata and the system con�gurations required to

achieve them. Figure 6.3 gives an overview of the proposed multifocal display. Given our estimation of

the current focal length of the tunable lens, the depth � (t ) > 0 of the currently-displaying focal plane

can be calculated by the thin lens formula:

1
do
+

1
�� (t ) =

1
f (t )
, (6.4)

where do is the distance between the display and the lens, and f (t ) is the current focal length of the

tunable lens.

oscillating focus-
tunable lens

high-speed
display

focal-length
tracker

focal plane stack

Figure 6.3: Overview of the proposed multifocal display. The proposed display outputs dense

focal plane stacks by tracking the focal-length of an oscillating focus-tunable lens. The depths of the

focal planes are independent to the viewer, and thereby eye trackers are optional.

Achieving a Full Accommodation Range

A �rst requirement is that the system be capable of supporting the full accommodation range of typical

human eyes, i.e., generate focal planes from 25 cm to in�nity. Suppose the optical power of the focus-

tunable lens ranges from D1 =
1
f1 to D2 =

1
f2 diopter. From (6.4), we have

1
�� (t ) =

1
fx (t )

� 1
do
= �

 
1
do
� Dx (t )

!
, (6.5)
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where do is the distance between the display unit and the tunable lens, � (t ) is the distance of the virtual

image of the display unit from the lens, fx (t ) 2 [f2, f1] is the focal length of the lens at time t , and

Dx (t ) =
1

fx (t ) is the optical power of the lens in diopter. Since we want � (t ) to range from 25 cm to

in�nity, 1/� (t ) ranges from 4 m�1 to 0 m�1. Thereby, we need

4 � D1 
1
do
 D2.

An immediate implication of this is that D2 �D1 � 4, i.e., to support the full accommodation range of a

human eye, we need a focus-tunable lens whose optical power spans at least 4 diopters. We have more

choice over the actual range of focal lengths taken by the lens. A simple choice is to set 1/f2 = D2 = 1/do ;

this ensures that we can render focal planes at in�nity; subsequently, we choose f1 su�ciently large to

cover 4 diopters. By choosing a small value of f2, we can have a small do and achieve a compact display.

Field-of-View

The proposed display shares the same �eld-of-view and eye box characteristics with other multifocal

displays. The �eld-of-view will be maximized when the eye is located right near the lens. This will

results in a �eld-of-view of 2 atan
⇣
H
2do

⌘
, where H is the height (or width) of the physical display (or its

magni�cation image via lensing). When the eye is further away from the lens, the numerical aperture

will limit the extent of the �eld-of-view. Since the apertures of most tunable lenses are small (around 1

cm in diameter), we would prefer to put the eye as close as the lens as possible. This can be achieved by

embedding the dichroic mirror (the right one in Figure 6.2a) onto the rim of the lens. For our prototype

that will be described in Section 6.2, we use a 4f system to relay the eye to the aperture of the focus-

tunable lens. Our choice of the 4f system enables a 45-degree �eld-of-view, limited by the numerical

aperture of the lens in the 4f system.

There are alternate implementations of focus tunable lenses that have the potential for providing

larger apertures and hence, displays with larger �eld of views. Bernet and Ritsh-Marte [2008] design

two phase plates that produce the phase function of a lens whose focal length is determined by the

relative orientation of the plates; hence, we could obtain a large aperture focus tunable lens by rotating

one of the phase plates. Other promising solutions to enable large-aperture tunable lensing include the

Fresnel and Pancharatnam-Berry liquid crystal lenses [Jamali et al., 2018a,b] and tunable metasurface

doublets [Arbabi et al., 2018]. In all of these cases, our tracking method could be used to provide precise

estimates of the focal length.
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Eye Box

The eye box of multifocal displays are often small, and the proposed display is no exception. Due to

the depth di�erence of focal planes, as the eye shifts, contents on each focal plane shift by di�erent

amounts, with the closer ones traverse more than the farther ones. This will leave uncovered as well

as overlapping regions at depth discontinuities. Further, the severity of the artifacts depends largely on

the speci�c content being displayed. In practice, we observe that these artifacts are not distracting for

small eye movements in the order of few millimeters. This problem can be solved by incorporating an

eye tracker, as in Mercier et al. [2017].

6.1.6 Reduced Maximum Brightness and Energy E�ciency

Key limitations of our proposed design are the reduction in maximum brightness and, depending on the

implementation, the energy e�ciency of the device. Suppose we are displaying n focal planes per frame

andT frames per second. Each focal plane is displayed for T
n second, which is n-times smaller compared

to typical VR displays with one focal plane. For our prototype, we use a high power LED to compensate

for the reduction in brightness. Further, brightness of the display is not a primary concern since there

are no competing ambient lights sources for VR displays.

Energy e�ciency of the proposed method also depends on the type of display used. For our proto-

type, since we use a DMD to spatially modulate the intensity at each pixel, we waste n�1
n of the energy.

This can be completely avoided by adopted by using OLED displays, where a pixel can be completely

turned o�. An alternate solution is to use a phase spatial light modulator (SLM) [Damberg et al., 2016]

to spatially redistribute a light source so that each focal plane only gets illuminated at pixels that need

to be displayed; a challenge here is the slow refresh rate of the current crop of phase SLMs. Another

option is to use a laser along with a 2D galvo to selectively illuminate the content at each depth plane;

however, 2D galvos are often slow when operated in non-resonant modes.

6.2 Proof-of-Concept Prototype

In this section, we present a lab prototype that generates a dense focal stack using high-speed tracking

of the focal length of a tunable lens and a high-speed display.
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6.2.1 Implementation Details

The prototype is composed of three functional blocks: the focus-tunable lens, the focal-length track-

ing device, and a DMD-based projector. All the three components are controlled by an FPGA (Altera

DE0-nano-SOC). The FPGA drives the tunable lens with a digital-to-analog converter (DAC), following

Algorithm 1. Simultaneously, the FPGA reads the focal-length tracking output with an analog-to-digital

converter (ADC) and uses the value to trigger the projector to display the next focal plane. Every time

a focal plane has been displayed, the projector is immediately turned o� to avoid blur caused by the

continuously changing focal-length con�gurations. A photo of the prototype is shown in Figure 6.4. In

the following, we will introduce each component in detail.

Calibration

In order to display focal planes at correct depths, we need to know the corresponding PSD tracking

outputs. From equations (6.3) and (6.5), we have

1
� (t )

=
1
do
� 1
dp
� `

2adp
r (t ) = � + �r (t ). (6.6)

Thereby, we can estimate the current depth � (t ) if we know � and � , which only requires two measure-

ments to estimate. With a camera focused at �a = 25 cm and �b = 1, we get the two corresponding

ADC readings ra and rb . The two points can be accurately measured, since the depth-of-�eld of the

camera at 25 cm is very small, and in�nity can be approximated as long as the image is far away. Since

Equation (6.6) has an a�ne relationship, we only need to divide [ra , rb ] evenly into the desired number

of focal planes.

Control Algorithm

The FPGA follows Algorithm 1 to coordinate the tunable lens and the projector. On a high level, we

drive the tunable lens with a triangular wave by continuously increasing/decreasing the DAC levels.

We simultaneously detect the PSD’s DAC reading r to trigger the projection of focal planes. When the

last/�rst focal plane is displayed, we switch the direction of the waveform. Note that while Algorithm 1

is written in serial form, every module in the FPGA runs in parallel.

The control algorithm is simple yet robust. It is known that the transfer function of the tunable lens

is sensitive to many factors, including device temperature and unexpected motor delay and errors [Op-

totune, 2017]. In our experience, even with the same input waveform, we observe di�erent o�sets,

peak-to-peak values on the PSD output waveform for each period. Since the algorithm does not drive
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control circuit

1 FPGA (Altera DE0-Nano-SOC)

2 LED driver (TI LM3409HV) 

3 analog circuit (see Figure 6)

focal-length tracking module

1 focus-tunable lens (Optotune EL-10-30)

2 position sensing detector 
(OSI Optoelectronics SL15)

3,4 shortpass dichroic mirror 
(Edmund Optics 69-220)

5 collimated infrared laser 
(Thorlabs CPS980S)

6 eye piece

projector system

1 LED (Cree XHP35A)

2 DMD (TI DLP7000) 

3 projection optics (Vialux)

(a) Photograph of the prototype and its component list

visible light path
infrared light path

(b) Light path for infrared and visible light

Figure 6.4: Prototype multifocal display with 40 focal planes. The prototype is composed of a

projector, the proposed focal-length tracking module, and the control circuits. (b) The two shortpass

dichroic mirrors allow visible light to pass through and re�ect infrared. The enables us to create indi-

vidual light path for each of them.

the tunable lens with �xed DAC values and instead directly detect the PSD output (i.e., the focal length

of the tunable lens), it is robust to these unexpected factors. However, the robustness comes with a price.
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ALGORITHM 1: Tunable-lens and focal-plane control
Data: n target PSD triggers r1, . . . , rn

Input: PSD ADC reading r

Output: Tunable-lens DAC level L, projector display control signal

Initialize L = 0, �L = 1, i = 1

repeat
L  L + �L

if |r � ri |  �r then
Display focal plane i and turn it o� when �nished.

i  i + �L

if �L == 1 and i > n then
Change triangle direction to down: �L  �1, i  n

else if �L == �1 and i < 1 then
Change triangle direction to up: �L  +1, i  1

end

until manual stop;

Due to the motor delay, the peak-to-peak value rmax�rmin is often a lot larger than rn �r1. This causes
the frame rate of the prototype (1600 focal planes per second, or 40 focal planes per frame at 40 fps) to

be lower than the highest display frame rate (2500 focal planes per second).

Note that since 40 fps is close to the persistence of vision, our prototype sometimes leads to �ickering.

However, the capability of the proposed device is to increase the number of focal planes per second and

as such we can get higher frame rate by trading o� the focal planes per frame. For example, we can

achieve 60 fps by operating at 26 focal planes per frame.

Focus-Tunable Lens and its Driver

We use the focus-tunable lens EL-10-30 from Optotune [Optotune, 2017]. The optical power of the lens

ranges from approximately 8.3 to 20 diopters and is an a�ne function of the driving current input from

0 to 300 mA. We use a 12-bit DAC (MCP4725) with a current bu�er (BUF634) to drive the lens. The

DAC provides 200 thousand samples per second, and the current bu�er has a bandwidth of 30 MHz.

This allows us to faithfully create a triangular input voltage up to several hundred Hertz. The circuit is

drawn in Figure 6.5b.
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position sensing detector 
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amplify and denoise
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amplify and denoise

15V
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inverting

analog divider
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amplify and denoise

to ADC

(a) Analog circuit for processing focal-length tracking

A

adder

from DAC

current
buffer

to 
focus-
tunable 
lens

(b) Analog circuit for driving focus-tunable lens

Figure 6.5: Analog circuits used in the prototype. All the operational ampli�ers are TI OPA-37, the

analog divider is TI MPY634, and the current bu�er is TI BUF634. All denoising RC circuits have cuto�

frequency at 47.7 kHz.

Focal-Length Tracking and Processing

The focal-length tracking device is composed of a one-dimensional PSD (SL15 fromOSIOptoelectronics),

two 800 nm dichroic short-pass mirrors (Edmundoptics #69-220), and a 980 nm collimated infrared laser

(Thorlabs CPS980S). We drive the PSD with a reverse bias voltage of 15 V. This enables us to have 15

um precision on the PSD surface and rise time of 0.6 us. Across the designed accommodation range, the

laser spot traverses within 7 mm on the PSD surface, which has a total length 15 mm. This allows us to

accurately di�erentiate up to 466 focal-length con�gurations.

The analog processing circuit has three stages — ampli�er, analog calculation, and an ADC, as shown

in Figure 6.5a. We use two operational ampli�ers (TI OPA-37) to amplify the two output current of the

PSD. The gain-bandwidth of the ampli�ers are 45 MHz, which can fully support our desired operating



64 CHAPTER 6. BUILDING A VIRTUAL WORLD WITH DENSE FOCAL STACKS

speeds. We also add a low-pass �lter with a cut-o� frequency of 47.7 kHz at the ampli�er, as a denoising

�lter. The computation of r (t ) is conducted with two operational ampli�ers (TI OPA-37) and an analog

divider (TI MPY634). We use a 12-bit ADC (LTC2308) with a rate of 200 thousand samples per second

to port the analog voltage to the FPGA.

Overall, the latency of the focal-length tracking circuit is ⇠ 20 us. The bottleneck is the low-pass

�lter and the ADC; rest of the components have time responses in nanoseconds. Note that in 20 us the

focal length of the tunable lens changes by 0.01 diopters — well below the detection capabilities of the

eye [Campbell, 1957]. Also, the stability of the acquired focal stack (which took a few hours to capture)

indicates that the latency was either minimal or at least predictable and can be dealt with by calibration.

DMD-based Projector

The projector is composed of a DLP-7000 DMD from Texas Instruments, projection optics from Vialux,

and a high-power LED XHP35A from Cree. We control the DMD with a development module Vialux

V-7000. We update the con�guration of micro-mirrors every 50 us. Following Chang et al. [2016], we

use pulse-width modulation, performed through a LED driver (TI LM3409HV), to change the intensity

of the LED concurrently with the update of micro-mirrors. This enables us to display at most 2500 8-bit

images per second.

For simplicity, we preload each of the 40 focal planes onto the development module. Each focal stack

requires 40 ⇥ 8 = 320 bitplanes, and thereby, we can store up to 136 focal stacks on the module. The

lack of video-streaming capability needs further investigation to make it practical; it could potentially

be resolved by using the customized display controller in [Lincoln et al., 2017, 2016] that is capable of

displaying bitplanes with 80 us latency. This would enable us to display 1562 8-bit focal planes per

second. We also note that whether we use depth �ltering or not, the transmitted bitplanes are sparse

since each pixel has content, at best, at a few depth planes. Thereby, we do not need to transmit the

entire 320 bitplanes.

Note that we divide the 8 bitplanes of each focal planes into two groups of 4 bitplanes, and we display

the �rst group when the triangular waveform is increasing, and the other at the downward waveform.

From the results that will be presented in Section 6.3, we can see that the images of the two groups align

nicely. This demonstrates the high accuracy of the focal-length tracking.

As a quick veri�cation of the prototype, we used the burst mode on the Nikon camera to capture

multiple photographs at an aperture of f /4, ISO 12,800 and an exposure time of 0.5ms. Figure 6.6 shows

six examples of displayed focal planes. Since a single focal plane requires an exposure time of 50⇥4 = 0.2
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Figure 6.6: Captured images of focal planes. Example images that are captured in burst shooting

mode with a f /4 lens, exposure time equal to 0.5 ms, and ISO equal to 12, 800. Note that in order to

capture a single focal plane, we need exposure time of 0.2 ms. Thereby, these images are composed of

at most 3 focal planes.

ms, the captured images are composed of at most 3 focal planes.

Putting it Together

Figure 6.7 gives an overview of using the prototype. Given a virtual scene composed of an all-in-focus

image and a per-pixel depth map, we �rst assign each pixel to their closest focal plane in diopter, and

we preload the images onto the DMD memory. The FPGA then synchronizes the focus-tunable lens

and the DMD-based projector to show the corresponding focal plane content at the right moment. We

evaluate the prototype by placing a camera in front of the focus-tunable lens. Note that the camera is

entire independent to the prototype — we are not tracking the focus of the camera.

6.3 Experimental Evaluations

We showcase the performance of our prototype on a range of scenes designed carefully to highlight the

important features of our system. The supplemental material has video illustrations that contain full

camera focus stacks of all results in this section.
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input

focal-plane
assignment

dense focal stack

all-in-focus image 

depth map

proposed display

real-time
focal-length

tracking

(a) Input and the data �ow

focus at 0.25 m focus at 0.5 m 

focus at 1.2 m focus at infinity 

(b) Captured photos

Figure 6.7: Example usage of the prototype. Our system is capable of generating 1600 focal planes

per second, which we use to render 40 focal planes per frame at 40 frames per second. Given a virtual

scene composed of an all-in-focus image and a per-pixel depth map, we simply display each pixel in the

all-in-focus image at its closest focal plane in diopter. Shown are images captured with a 50mm f /2.8

lens focused at di�erent depths from the tunable lens.
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6.3.1 Focal-Length Tracking

To evaluate the focal-length tracking module, we measure the input signal to the focus-tunable lens and

the PSD output r from an Analog Discovery oscilloscope. The measurements are shown in Figure 6.8.

As can be seen, the output waveform matches that of the input. The high bandwidth of the PSD and

the analog circuit enables us to track the focal length robustly in real-time. From the �gure, we can also

observe the delay of the focus-tunable lens (⇠ 3 ms).

6.3.2 Depths of Focal Planes

As stated previously, measuring the depth of the displayed focal planes is very di�cult. Thereby, we use

a method similar to depth-from-defocus to measure their depths. When a camera is focusing at in�nity,

the defocus blur kernel size will be linearly dependent on the depth of the (virtual) object in diopter.

This provides a method to measure the depths of the focal planes.

For each of the focal plane, we display a 3⇥3 pixels white spot at the center, capture multiple images

of various exposure time, and average the images to reduce noise. We label the diameter of the defocus

blur kernels and show the results in Figure 6.9. As can be seen, when the blur-kernel diameters can be

accurately estimated, i.e., largely defocus spots on closer focal planes, the values �t nicely to a straight

line, indicating the depths of focal planes are uniformly separated in diopter. However, as the displayed

spot size as a spot come into focus, the estimation of blur kernel diameters becomes inaccurate since

we cannot display an in�nitesimal spot due to the �nite pixel pitch of the display. Since there were no

special treatments to individual planes in terms of system design or algorithm, we expect these focal

planes to be placed accurately as well.

6.3.3 Characterizing the System Point-Spread Function

To characterize our prototype, we measure its point spread function with a Nikon D3400 using a 50

mm f /1.4 prime lens. We display a static scene that is composed of 40 3 ⇥ 3 spots with each spot at

a di�erent focal plane. Using the camera, we capture a focal stack of 169 images ranging from 0 to

4 diopters away from the focus-tunable lens. For improved contrast, we remove the background and

noise due to dust and scratches on the lens by capturing the same focal stack with no spot shown on the

display. Figure 6.10 shows the point spread function of the display at four di�erent focus settings, and

a video of this focal stack is attached in the supplemental material. The result shows that the prototype

is able to display the spots at 40 depths concurrently within a frame, veri�es the functionality of the
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Figure 6.8: Measurements of the input signal to the tunable lens and the output of the PSD after

analog processing. The output waveform matches that of the input. This shows that the proposed

focal-length tracking is viable.
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Figure 6.9: Measured blur kernel diameter by a camera focusing at in�nity (plane 40). Due to

the �nite pixel pitch, the estimation becomes inaccurate when the spot size is too small (when the spots

are displayed on focal planes close to in�nity). When the blur kernel size can be accurately estimated,

they �t nicely as a linear segment. This indicates the depth of the focal planes are distributed uniformly

in diopter.

proposed method. The shape and the asymmetry of the blur kernels can be attributed to the spherical

aberration of the focus-tunable lens as well as the throw of the projection lens on the DMD.
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(a) Camera focuses at 25 cm (b) Camera focuses at 30 cm

(c) Camera focuses at ⇠ 1.2 m (d) Camera focuses at in�nity

Figure 6.10: Measured point spread function of the prototype. Each of the 40 points is on a

di�erent focal plane — the top-left is closest to the camera and the bottom-right is farthest. For better

visualization, we multiply the image by 10 and �lter the image with a 4 ⇥ 4 median �lter. The results

show that the prototype is able to produce 40 distinct focal planes.

6.3.4 Bene�ts of Dense Focal Stacks

To evaluate the bene�t provided by dense focal stacks, we simulate two multifocal displays, one with 4

focal planes and the other with 40 focal planes. The 40 focal planes are distributed uniformly in diopter

from 0 to 4 diopters, and the 4-plane display has focal planes at the depth of the 5th, 15th, 25th, and 35th

focal planes of the 40-plane display. The scene is composed of 28 resolution charts, each at a di�erent

depth from 0 to 4 diopters (please refer to the supplemental material for �gures of the entire scene). The

dimension of the scene is 1500 ⇥ 2000 pixels.
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We render the scene with three methods:

• No depth �ltering: We directly quantize the depth channel of the images to obtain the focal planes of

di�erent depths.

• Linear depth �ltering: Following [Akeley et al., 2004], we apply a triangular �lter on the focal planes

based on their depths.

• Optimization-based �ltering: We follow the formulation proposed in [Mercier et al., 2017]. We �rst

rendered normally the desired retinal images focused at 81 depths uniformly distributed across 0 to 4

diopters in the scene with a pupil diameter of 4 mm. Then we solve the optimization problem to get

the content to be displayed on the focal planes. We initialize the optimization process with the results

of direct quantization and perform gradient descent with 500 iterations to ensure convergence.

The perceived images of the resolution chart at 0.02 diopters are shown in Figure 6.11; a plane at

0.02 diopters is on a focal plane of the 40-plane display and is at the furthest inter-focal plane of the

4-plane display. Note that we simulate the results with pupil diameter of 4mm, which is a typical value

used to simulated retinal images of human eyes.

As can be seen from the results, the perceived images of the 40-plane display closely follow those

of the ground truth — with high spatial resolution if the camera is focused on the plane (Figure 6.11a)

and natural retinal blur when the camera is not focused (Figure 6.11b). In comparison, at its inter-plane

location (Figure 6.11a), the 4-plane display has much lower spatial resolution than the other display,

regardless of the depth �ltering methods applied. These results verify our analysis in Chapter 4.

To evaluate the bene�t provided by dense focal stacks in providing higher spatial resolutionwhen the

eye is focused at an inter-plane location, we implement fourmultifocal displayswith 4, 20, 30 and 40 focal

planes, respectively, on our prototype. The 4-plane display has its focal planes on the 5, 15, 25, 35th focal

planes of the 40-plane display, and the 20-plane display has its focal planes on all the odd-numbered focal

planes. We display a resolution chart on the �fth focal plane of the 40-plane display; this corresponds

to a depth plane that all three displays can render.

To compare the worst-case scenario where an eye focuses on an inter-plane location, we focus the

camera at the middle of two consecutive focal planes of each of the displays. In essence, we are repro-

ducing the e�ect of VAC where the vergence cue forces the ocular lens to focus on an inter-focal plane.

For the 40-plane display, this is between focal planes �ve and six. For the 20-plane display, this is on the

sixth focal plane of the 40-plane display. And for the 4-plane display, this is on the tenth focal plane of

the 40-plane display. We also focus the camera on the estimated inter-plane location of a 30-plane dis-
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Figure 6.11: Simulation results of 4-plane and 40-plane multifocal displays with direct quanti-

zation, linear depth �ltering, and optimization-based �ltering. The scene is at 0.02 diopters,

which is an inter-plane location of the 4-plane display. (a) When the camera focuses at 0.02 diopters,

the 40-plane display achieves higher spatial resolution than the 4-plane display, regardless of the depth

�ltering algorithm. (b) When the camera focuses at 0.9 diopters, the defocus blur on the 40-plane dis-

play closely follows that of the ground truth, whereas the 4-plane display fails to blur the low frequency

contents. This can also be seen from the modulation transfer function plotted in (c).

play. The results captured by a camera with a 50mm f /1.4 lens are shown in Figure 6.12. As can be seen,

the higher number of focal planes (smaller focal-plane separation) results in higher spatial resolution at

inter-plane locations.
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Figure 6.12: Captured inter-plane focused images. The resolution chart locates on the 5th focal

plane of the 40-plane display. We emulate a 4-plane and a 20-plane display by putting their focal planes

on the 5, 15, 25, 35th and on the odd focal planes of the 40-plane display, respectively. (a) Camera focuses

at the 5th focal plane. (b,c) Cameras focus at the estimated inter-plane locations of the 40-plane display

and the 30-plane displays, respectively. (d) Camera focuses at the 6th focal plane, an inter-plane location

of a 20-plane display. (e) Camera focuses at the 10th focal plane, an inter-plane location of a 4-plane

display. Their modulation transfer functions are plotted in (f). The images are captured with a 50 mm

f /1.4 lens.

Next, we compare our prototype with a 4-plane multifocal display on a real scene. Note that we

implement the 4-plane multifocal display with our 40-plane prototype by showing contents on the

10, 20, 30, 40th focal planes. The images captured by the camera are shown in Figure 6.13. For the 4-

plane multifocal display, when used without linear depth �ltering, virtual objects at multiple depths

are focus/defocus as groups; when used with linear depth �ltering, same objects appearing in two focal

planes reduces the visibility and thereby lowers the resolution of the display. In comparison, the pro-

posed method produces smooth focus/defocus cues across the range of depths, and the perceived images

at inter-plane locations (e.g. 0.25 m) have higher spatial resolution than the 4-plane display.

Finally, we render a more complex scene [eMirage] using Blender. From the rendered all-in-focus



6.3. EXPERIMENTAL EVALUATIONS 73

camera focused at the 1st focal
plane (0.25 m)

camera focused at the 10th
focal plane (0.32 m)

camera focused at the 20th
focal plane (0.49 m)

camera focused at the 40th
focal plane at1

(a) multifocal display with four focal planes and no depth �ltering

(b) multifocal display with four focal planes and linear depth �ltering

(c) proposed display with 40 focal planes and no depth �ltering

Figure 6.13: Comparison of a typical multifocal display with 4 focal planes and the proposed

display with 40 focal planes. The four focal planes of the multifocal display correspond to the

10th, 20th, 30th, and 40th focal plane. Images are captured with a 50 mm f /1.4 lens. Except for the �rst

column, these focal planes are selected such that the 4-plane multifocal display (a) is in sharp focus. In

the scene, the digits are at their indicated focal planes; the house is at the �rst focal plane; the trees from

left to right are at 5, 10, 15, 20th focal planes; the clouds and the moon are at 30, 35, 40th, respectively.

image and its depth map, we perform linear �ltering and display the results with the prototype. Focus

stack images captured using a camera are shown in Figure 6.14. We observe realistic focus and defocus

cues in the captured images.
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Figure 6.14: Captured images with di�erent focus settings of the camera. From near (shown at

the top left) to far (shown at the bottom right), the scene depth ranges from 50 cm (the �ower at the

bottom left) to in�nity (the sky). The camera has a 50mm f /1.4 lens. Three-dimensional scene courtesy

eMirage.

6.4 Conclusion

This chapter provides a simple but e�ective technique for displaying virtual scenes that are made of

a dense collection of focal planes. Despite the bulk of our current prototype, the proposed tracking

technique is fairly straightforward and extremely amenable to miniaturization. We believe that the

system proposed in the chapter for high-speed tracking could spur innovation in not just virtual and

augmented reality systems but also in traditional light �eld displays.

While the proposed multifocal display enables e�cient and e�ective rendering of 3D worlds, as

we have seen in the limitation, it does not render occlusion cues faithfully. The lack of occlusion cue

has adversarial e�ects on the user experience of a virtual world, including deteriorated immersion and

reduced contrast. In the next chapter, we will introduce how we are able to solve this problem.
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Multifocal displays show three-dimensional (3D) content to a user by placing objects on di�erent focal

planes at di�erent depths from the viewer. Having multifocal focal planes has a unique advantage that

the display automatically renders the accommodation cues, i.e., supports the focus of our eyes, provided

there are a su�cient number of focal planes [Chang et al., 2018, MacKenzie et al., 2010, Rolland et al.,

1999, Watt et al., 2012]. In order to display multiple focal planes at di�erent depths, the focal planes are

made transparent, often through time-multiplexing. However, as we have seen in the previous chapter,

this transparency of focal planes has two adverse e�ects. First, the display is incapable of satisfying

occlusion cues since even small displacements of the eye will readily produce overlapping contents.

Second, the contrast of the display is signi�cantly reduced. As illustrated in the example shown in

Figure 7.1, when our eyes focus near, the content on far focal planes gets defocused. Since focal planes

cannot block light from behind, the defocused far contents often bleed into near objects and reduce their

contrast. Both e�ects are undesirable, in that, they reduce the immersive nature of the VR experience.

(a) Scene (c) Proposed(b) Multifocal

Figure 7.1: Lack of occlusion cue and lowered contrast inmultifocal displays. This �gure shows

(a) the scene and the captured photos on (b) a typical multifocal display and (c) the proposed display

when the camera/eye focuses on the dinosaur.
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One potential approach for enabling occlusion cues and increasing contrast on a multifocal display

is to enhance its angular resolution of the display pixels by replacing the display panel with a light-�eld

display. The improved angular resolution allows us to control the intensity of the light rays that a pixel

sends in di�erent directions. The occlusion cue can then be produced by avoiding sending light through

any virtual opaque object on front focal planes. In principle, this approach can generate photo-realistic

occlusion cues. However, the additional angular resolution usually comes at the cost of loss in the spatial

resolution [Huang et al., 2015, Lanman and Luebke, 2013], which can be signi�cant for precise handling

of the occlusion cue.

This chapter provides a design for multifocal displays, capable of rendering occlusion cues, without

any loss of spatial resolution. Our key idea is that to satisfy occlusion cues, for most scenes we do not

need angular resolution in the physical display, but simply the ability to tilt the light cone emitted by

display pixels. With appropriate tilts of the light cones, we can emulate the same e�ect as physical

occlusion between real objects.

Figure 7.2 shows an example when we try to partially occlude a pixel on a far focal plane by a front

occluder. Since the occluder is on the left, tilting the light cone emitted by the pixel to the right ensures

that no light rays from the pixel pass through the occluder and thereby creates an illusion that the front

occluder blocks light. More importantly, since the entire light cone is tilted, we do not need additional

angular resolution on the display panel. As a result, no spatial resolution is traded for angular resolution.

To tilt the light cones emitted by display pixels, we place a phase-only spatial light modulator (phase

transparent
front focal plane

light leakage

multifocal display

blocked by
aperture

programmable
phase plate

proposed display
(multifocal + ConeTilt)

tilt

conetilt

Figure 7.2: Idea behind the ConeTilt operator. (a) Since focal planes of multifocal displays are trans-

parent, light from back focal planes easily leak through the front ones, causing deteriorated occlusion

cues and reduced contrast. (b) By tilting the entire light cone to avoid the front occluder, the proposed

display can prevent light leakage and thereby generate occlusion cues and retain contrast.
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SLM) on the display panel. By programming the slope of the phase function at each display pixel, we can

steer the light cone emitted by each pixel. The phase SLM acts as a freeform �eld lens that dynamically

tilts each light cone based on the virtual scene.

What We Will Demonstrate in this Chapter

We make the following contributions in the chapter.

• ConeTilt Multifocal Displays. Our primary contribution is the use of the ConeTilt operation to endow

occlusion cues in multifocal displays without loss of spatial resolution.

• Implementation. We provide a simple approach for implementing ConeTilt using phase SLMs. Given

a virtual scene to be displayed, we derive the phase function to display on the SLM.

• Design Space Analysis. We derive important properties of the ConeTilt display including the �delity

of its occlusion cue, the contrast of the display, as well as the �eld-of-view and the size of the eye box.

• Prototype. We build a lab prototype using o�-the-shelf components to characterize the improvements

obtained in practice.

7.1 Prior Work

We brie�y discuss the related research in producing occlusion cues in VR displays.

7.1.1 Role of Occlusion in Visual Perception

Among the numerous cues deployed by the human visual system to perceive the world, occlusion plays

a dominant role [Cutting and Vishton, 1995, Geng, 2013]. When two opaque objects are at di�erent

depths, the object in front will occlude some light rays from the object behind. Moving our head and

changing our perspective, even by small amount, will reveal parts of the back object that was originally

hidden. The occluding and revealing of objects allows us to easily discover their relative depths even

when the objects are close to each other. Further, when our eye focuses on objects at di�erent depths, the

subtle di�erences in the defocus blur at depth discontinuities are often su�cient to resolve their relative

ordering [Zannoli et al., 2016]. This makes occlusion one of the dominant cues for depth perception that

works reliably across a wide depth range. As a consequence, it is of utmost importance that 3D displays,

such as VR displays, generate occlusion cue properly.
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7.1.2 Enabling Occlusion Cues in VR Displays

Most commercial VR displays generate occlusion cues by tracking the head/eye and regenerating content

from the new perspective. This ensures that occlusion cues are faithfully produced and is only limited

by the refresh rate of the display. However, as is often the case, the content is shown on a single plane

and hence, there are gross accommodation errors. To alleviate the problem, gaze trackers are used to

estimate users’ gaze and pupil position, and the content is re-rendered based on the information. This

increases both the hardware requirement and the computational cost. In the paper, we focus on enabling

VR displays to simultaneously produce the accommodation cue and the occlusion cues created by subtle

movements of our eyes, without the need of gaze tracking or content regeneration.

There are many display technologies that can produce occlusion cues without tracking. Cossairt

et al. [2007a] and Jones et al. [2007] produce volumetric displays by rotating an anisotropic di�user in

synchrony with a projector. As the di�user spins, the projector displays an image to be seen by a viewer

in a speci�c direction. This results in realizing occlusion without knowing the position of the viewer.

However, the spinning di�user makes the displays more geared towards 3D televisions and not VR.

Light �eld displays [Huang et al., 2014, Lanman and Luebke, 2013] provide angular control and, in

principle, this is su�cient to produce rich occlusion cues. However, the gain in angular resolution is

invariably accompanied by a loss in spatial resolution of the display. Further, the �nite pixel pitch of

the display greatly limits the depth range the displays can support, i.e., only content whose depth is in

the vicinity of the display depth can be faithfully rendered. While there are alternate implementations

[Huang et al., 2015, Wetzstein et al., 2011] of light �eld displays that do not rely on microlens arrays,

these do share the same challenges in obtaining a large depth range. In comparison, the depth range of

multifocal displays is determined by the focus tunable lens and is often more than several diopters.

The importance of occlusion cues and methods to achieve it have been studied extensively in the

context of augmented reality (AR) displays [Inami et al., 2000, Kiyokawa et al., 2000, Mulder, 2005]. How-

ever, these works concentrate on blocking light from real objects, wherein the challenges are di�erent

from those in VR displays.

7.2 ConeTilt Multifocal Displays

We start by studying the occlusion cues in the real world and what happens in its absence in a multifocal

display. Subsequently, we introduce the concept of ConeTilt for producing occlusion cues.
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7.2.1 Occlusion Cues in Real Scenes

Consider a scene consisting of two fronto-parallel planes, that are opaque and placed at di�erent depths,

as shown in Figure 7.3a. The front plane is red and the back plane is green; the camera/eye focuses on

the front plane. Consider two points a and b, that are on either side of a depth discontinuity. At point a,

all the light coming from the back plane is blocked, due to the opaqueness of the front plane. At point b,

we get light from region �h on the back plane. Since the camera focuses on the front plane, light passing

through point a and b will be collected by pixelA and B, respectively. Since no green light from the back

object passes through a, pixel A is pure red.

7.2.2 Occlusion Cues in Multifocal Displays

Let us now consider the same scene, but rendered by a multifocal display. For simplicity, we will assume

that the two planes are displayed on focal planes corresponding to their true depth. As with most

multifocal designs, the focal planes are transparent, and as a result, light from the back focal plane can

leak through the content shown on the front focal plane. In Figure 7.3b, pixel A receives not only light

emitted by point a but also all light from pq passing through a, makingA a yellow pixel (instead of red).

The light leakage has two consequences.

• Loss of occlusion cue. When two focal planes are in the depth of �eld of our eye, their contents will

overlap even when we want to display an opaque front object.

• Reduced contrast ratio. When we focus on the front plane (and the back focal plane is defocused), the

front focal plane will be overlaid with the blurred content from behind and thereby lose its contrast.

The low contrast makes displaying dark objects on the front focal plane very di�cult.

Removing occluded contents on the back focal plane cannot solve the leakage problem entirely. In

Figure 7.3c, we remove the region behind the front object given the position of the eye; however, since

each display pixel emits light toward a wide range of angles, light from the region pq still leaks through

point a and reduces the contrast of pixel A. Removing occluded contents has another side e�ect — it

decreases the intensity of defocused content near depth discontinuities. Let us use pointb as an example.

In reality, point b receives light from region �h. Since we remove occluded region �p 0, we reduce the

amount of light passing through point b and thereby make pixel B dimmer than the reality.
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Figure 7.3: The concept of ConeTilt. We consider a scene consisting of two planes at di�erent depths

and show the image formation in (a) the real world, (b, c) multifocal displays with/without showing the

overlapped part of the back plane, as well as (d) the proposed ConeTilt displays. In each case, the middle

row shows a rendered image obtained when a camera/eye is focused on the front plane, and the bottom

row shows the contribution from the front and the back planes (assuming all pixel values equal to 1).

(a) In the real world, the front plane blocks the light from the back plane, and thus we see a sharp edge

with no light from the back plane leaking onto the front. (b, c) In a multifocal display, the inherent

transparent nature of focal planes leads to light leakage from the back focal plane. The light leakage

cannot be prevented even when we remove the overlapped region from the content shown on the back

plane. (d) In a ConeTilt display, the light cones are tilted to avoid emitting light rays that intersect with

the content on the front focal plane, and thereby the display produces occlusion cues similar to those

found in the real world. No light from the back plane leaks to the front plane, even when we do not

remove the overlapping contents. Note that some light is missing from the back layer. We will explain

the phenomenun in detail in Section 7.3.6.
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7.2.3 Enabling Occlusion Cues via ConeTilt

The proposed display aims to produce occlusion cues on multifocal displays via a simple operation, that

we refer to as ConeTilt. We discuss the basic idea of ConeTilt here and defer the details of its actual

implementation and limitations to Section 7.3.

The ConeTilt operator enhances a multifocal display in the following way — it allows for the cone of

light emanated at a display pixel to be independently tilted. That is, we endow the multifocal display with

the freedom to independently tilt the cone that it emits at each pixel and at each focal plane. As we will

describe next, for a large class of scenes, this operation is su�cient to produce occlusion cues as well as

reduce the loss of contrast due to light leakage across focal planes.

Reducing Light Leakage

We consider the same scenario of a scene with two planes rendered by a multifocal display. However, on

the back focal plane, we apply the ConeTilt operation at pixels near the occluding edge. For each pixel,

we tilt the cone such that no emitted light ray intersects with the content shown on the front plane. As

is to be expected, the resulting tilt is di�erent across locations. Pixels that are occluded by the front focal

plane need to be tilted the most, and the amount of tilt gradually reduces when a pixel moves away from

the occluding edge, as shown in Figure 7.3d.

Despite its simplicity, ConeTilt e�ectively reduces light leakage across focal planes. Even though

point a is transparent, ConeTilt ensures that no pixel on the back focal plane emits light toward point

a, and thereby, we cannot see the far plane when we look at the front object. This e�ectively creates

an illusion that the front object blocks light. In addition, contrast is preserved as no light leaks in the

front object. Note that, since entire light cones are tilted, ConeTilt does not require additional angular

resolution and in principle can have the same spatial resolution as a typical multifocal display.

7.3 Design of ConeTilt Displays

In this section, we describe an optical schematic to implement the ConeTilt operator and, subsequently,

analyze the design and characterize the properties and limitations of a ConeTilt display.

7.3.1 Optical Schematic

The ConeTilt operation is implemented by optically attaching a phase SLM to the display panel, which

is a digital micromirror device (DMD) in our prototype. Due to the re�ective nature of our phase SLM,
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Figure 7.4: Schematic of a ConeTilt display. We implement the ConeTilt operation by optically

colocating a phase SLM with a display panel (DMD). This is achieved by mapping the physical display

onto the phase SLM using a 1:1 4f relay. The phase SLM implements the ConeTilt operator. Subse-

quently, a second 4f relay is used to map the phase SLM onto the image plane of the focus tunable

lens.

we cannot physically attach it on the DMD, and thereby we use 4f relays to optically attach the DMD

to the phase SLM.

This optical setup is illustrated in Figure 7.4, which is composed of the DMD, the phase SLM, two

one-to-one 4f relays, and a focus tunable lens that serves as the main lens of the multifocal display. The

�rst 4f relay optically colocates the DMD and the phase SLM, and the second relay is used to provide

additional room for calibration cameras (please see Section 7.4 for details). Conceptually, as the phase

SLM is directly placed on the DMD, it serves as a free-form �eld lens and only controls the direction of

the light from the DMD without introducing any magni�cation that will reduce the spatial resolution

of the display. The aperture of the �rst 4f relay ensures a �xed angular cone arriving the SLM from all

DMD pixels. Note that we need to crop any tilted light ray whose direction exceeds the angular range of

the original light cone, otherwise any tilted pixel will appear to have a larger cone and seems brighter.

To crop any light that exceeds the original angular range because of ConeTilt, we can place an aperture

in the second 4f relay or on the focus tunable lens.
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7.3.2 Use of Phase SLMs for ConeTilt Operations

Let us talk about how we implement ConeTilt with phase SLM. Intuitively, if we wish to tilt a cone of

light, the simplest approach is to use a prism, which is a phase ramp (at least for monochromatic light).

Hence, the ConeTilt operation at a given pixel is achieved by choosing an appropriate phase gradient

that e�ectively acts as a local prism to steer the light. The phase gradient is determined by the direction

and magnitude of the tilt, which in turn is determined by the occluding objects.

7.3.3 Deriving the Direction and Magnitude of the Cone Tilt

The parameters of the tilt, namely its direction and magnitude, are derived independently for each pixel

on each focal plane. Our strategy for determining these parameters is illustrated in Figure 7.5a.

Suppose that a light cone is occluded (partially) by a virtual object on a front focal plane. The goal

of ConeTilt is to ensure that no light rays in the light cone intersects with the occluder. Let the center

of the light cone on the front focal plane be x 00c . We �rst identify the point x 00o on the occluding contour

that is closest to x 00c . Then we steer x 00c towards (or away from) x 00o such that the tilted light cone just

touches the occluding contour. As can be seen from Figure 7.5a, using ConeTilt enables the display

to approximate the occlusion caused be the virtual object. Since ConeTilt do not increase the angular

resolution of the display panel, there are some missing light rays. We will discuss the limitation in more

detail in Section 7.3.6.

Next, we proceed to derive the analytical expressions of the position of the light cone, for which we

need to model the e�ect of the focus tunable lens.

Image Formation in ConeTilt Displays.

Notation. Our notation is shown in Figure 7.5b. Consider a multifocal display which is composed

of a focus-tunable lens and a display panel. The display panel is parallel to the tunable lens, and the

distance between them is d . For simplicity, we assume small-angle (paraxial) scenarios. The radius of

the aperture of the tunable lens is a, and the radius of the light cone um is set to a
d by controlling the

aperture of the �rst 4f relay. We use the prime symbol (0) and the double prime symbol (00) to denote

positions on a far focal plane and a near focal plane, respectively.

Avoiding Vignetting with Default tilt. Let us look at the scenario when no tilt is applied, as shown

in Figure 7.6a. Without any tilt, the light cone from each display pixel travels straight, and part of the

cone will be blocked by the aperture of the tunable lens. This wastes energy and causes vignetting.
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Figure 7.5: Determining ConeTilt parameters. (a) shows the intersection of the light cone on the

focal plane at depth zo where the occluder (blue region) locates. The ConeTilt operator simply shifts

the light cone to a position where it does not overlap with the occluder and is closest to the original

location. Due to the aperture of the tunable lens, the slashed gray regions on the tilted light cone is

cropped. Therefore, only the light in the solid green region is let through. Note that the slashed green

regions represent the light that cannot be rendered by the display (see Section 7.3.6 for details). (b) shows

the ray diagram and the notation used in the chapter.
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Figure 7.6: Avoiding vignetting with default tilts. (a) Without the default tilt, the light cone travels

perpendicular to the display panel. Therefore, the light cones of all o�-center pixels will be cut by the

aperture, causing light loss and vignetting. (b) By adding default tilt to each pixel (through a physical

�eld lens or the phase SLM), the entire light cones can enter the aperture. This signi�cantly reduces the

vignetting of the multifocal display.

To avoid vignetting, we apply a default tilt so that the entire light cone enters the aperture without

being blocked. In other words, the default tilt directs the chief ray of the light cone towards the center

of the tunable lens, as shown in Figure 7.6b. We denote the default tilt by �ud , and its value can be

calculated by

�ud =
�x
d
. (7.1)

We implement the default tilt by attaching to the relayed display panel a physical convex �eld lens

with focal length equal to d , but it can also be implemented by the phase SLM. In the later scenario, the

phase SLM is responsible for implementing both the default tilt and the tilt required by ConeTilt. Note

that as we will discuss in Section 7.3.6, implementing the default convex �eld lens on the phase SLM

will con�ne the �eld-of-view of display, due to the limited capability of the phase SLM.

Ray Tracing. For simplicity, let us �rst consider a two-dimensional �atland. When the focal-length

of the tunable lens is fi , the multifocal display creates a focal plane at depth zi > 0, where

1
d
+

1
�zi
=

1
fi
. (7.2)

The pixel x on the DMD forms a virtual pixel x 0 on the focal plane at depth zi , where

x 0 =
zi
d
x . (7.3)
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This means that after bent by the tunable lens, the light ray (x ,u + �ud + �u) will intersect the focal

plane at depth zi on x 0 with angle u 0, where u 2 [�um ,um] is the direction of the light ray, �ud is the

default tilt, and �u is the tilt introduced by ConeTilt. Given the focal length of the tunable lens fi and

Equation (7.1), we can calculate u 0 by simple ray tracing:

u 0 =
x + (u + �ud + �u)d � x 0

zi
= �x

d
+

d

zi
(u + �u). (7.4)

We are interested in the intersection of the light cone on a front focal plane at depth zo < zi where

an occluder lies on. Let the intersection of the light ray (x 0,u 0) on the front focal plane be x 00. By ray

tracing, we have

x 00 = x 0 + u 0(zi � zo ) =
zo
d
x + dzo

 
1
zo
� 1
zi

!
(u + �u) . (7.5)

From Equation (7.5), we can see that x 00 is an a�ne function of u and �u. This means that the light

cone {(x ,u) |u2[�um ,um]} intersects continuously on the front focal plane, and if we tilt the light cone

by �u, the region simply shifts
⇣
z�1o � z�1i

⌘
zo d�u. Speci�cally, the intersection of the light cone on the

front focal plane can be expressed by

ki (x
00) = k

 
x 00 � x̂ 00c

w

!
k

 
x 00 � x 00c

w

!
, (7.6)

where k (x ) is the aperture function which we assume to be a box function in the �atland, whose value

is 1 for |x |  1
2 and zero otherwise. In the equation, the �rst k (·) corresponds to the tilted light cone, and

the second k (·) corresponds to the cropping caused by the aperture. The term x 00c =
zo
d x is the center of

the light cone (u = 0) on the focal plane before the tilt; whereas x̂ 00c is the center after the tilt, and

x̂ 00c =
zo
d
x + dzo

 
1
zo
� 1
zi

!
�u . (7.7)

The termw is the diameter of the light cone:

w = 2dumzo
 
1
zo
� 1
zi

!
, (7.8)

which is independent to �ud and �u.

Avoiding Occluders Equation (7.6) enables us to identify if a pixel on the focal plane zo occludes

a light cone. In particular, for a pixel x 00 on the focal plane, ki (x 00) , 0 implies that the light cone

is occluded and that we need to tilt the cone. Once we identify the closest point x 00o on the occluding

contour, we simply tilt the light cone such that the trailing edge of the cone is incident on x 00o . The exact

expression of the tilt can be easily derived and is omitted here. Note that for scenes with compact objects,
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the process can be greatly speeded up using a simple heuristic that most pixels remain unoccluded and

only pixels near depth discontinuities need to perform ConeTilt.

In a 3D world, we apply the same principle, except that the points x ,x 0,x 00,x 00c ,x 00o are all 2D coor-

dinates on the respective planes.

Examples. We showcase some examples in Figure 7.7 on scenes that are composed of two planes at

di�erent depths. Given a scene, we �nd the minimum tilt for each pixel on the back plane to avoid front

objects. The input to the ConeTilt display is simply the content and the tilting vectors for both the front

and the back plane. As can be seen from the �gure, ConeTilt e�ectively avoids the light leakage from

the back plane. Note that while ConeTilt performs well on simple occluding contours like the vertical

edges and the smooth curve, it creates dark halo artifacts at the corner. The limitation will be discussed

in details in Section 7.3.6.

7.3.4 Deriving the Phase Function

Having derived the desired tilt for each pixel, we now turn to derive the phase function to show on the

phase SLM so that the tilts can be realized. We �rst derive the phase function without any restrictions

on the phase SLM.

Let the phase function of the phase SLM be � (x ), where x 2 R2, and the wave number be k = 2�
� ,

where � is the wavelength of the emitted light, which is assumed to be monochromatic or narrowband.

When a light ray reaches the phase SLM at x with direction u 2 R2, the phase funtion delays the

wavefront of the light and causes the light ray to change direction. Assuming all angles are small, the

outgoing direction uo can be calculated by

uo = u +
1
k
r� (x ), or �u = 1

k
r� (x ). (7.9)

Thereby, our goal is to �nd a phase function that satis�es 1
kr� (x ) = �ut (x ), where �ut (x ) is the desired

tilt of the display pixel at x .

We�nd the phase function by solving a Poisson optimization problem. Let�uxt 2Rnx⇥n� and�u
�
t 2Rnx⇥n�

be the vectorized target tilts at the center locations of all display pixels, where nx and n� are the number

of pixels in the x and � direction, respectively. Let � 2R(nx+1)⇥(n�+1) be the discretized phase function

that we try to �nd. We solve the following optimization problem

min
�
kDx� � �uxt k2 + | |D�� � �u�t | |2 + � | |� | |2, (7.10)
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Figure 7.7: ConeTilt examples. This �gure shows four example scenes, the content shown on the

focal planes, the tilt vectors shown with the front and the back plane, the rendered scenes in reality, and

the rendered results on a typical multifocal display and our ConeTilt display with the same parameters

as our prototype. Note that we plot the tilting vectors in length and direction (insets). We can clearly

see the loss of occlusion cue and light leakage in the typical multifocal display. The proposed display

successful prevents light leakage and creates occlusion. However, it produces dark halo around the

occluding contour.
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where Dx and D� represent taking derivative along x and �, respectively, and � is a small constant used

to control the smoothness of the phase function.

Incorporating Phase SLM Constraints

Due to the discretization, the phase functions that can be displayed on a phase SLM is limited by the

Nyquist sampling theorem. Besides, since most phase SLMs can only delay the phase up to 2� for visible

light, phase wrapping will create the phase aliasing artifacts [Spagnolini, 1993]. To avoid phase aliasing

e�ect, we can only show phase functions that do not have high-frequency variations. Speci�cally, the

maximum phase di�erence between two neighboring SLM pixels cannot be more than � . In other words,

we require �����
d� (x )
dx

����� 
�

�x
, (7.11)

where �x is the pixel pitch of the SLM pixels along the x direction. The same constraint applies to the

� direction. The constraint (7.11) limits the maximum angle that we can shift the light cones using the

phase SLM. From Figure 7.5a we can see that given the radius of a light cone um , the maximum amount

of tilt is less than or equal to 2um . Therefore, Equation (7.11) sets an upper bound of the radius of the

light cone:

um 
�

2k�x
. (7.12)

By physically constraining the size of the light cone to satisfy Equation (7.12), the constraint (7.11) is

automatically satis�ed.

Our phase SLM has a pixel pitch �x = 6.4 um; when � = 520 nm, the radius um is upper-bounded

by 1.2 degrees. The limited ability of the phase SLM to tilt light constrains the size of the light cone we

can use, as we will see in Section 7.3.5, it also limits the size of the aperture, the �eld-of-view, and the

eye box of the display. Nevertheless, these limitations can be greatly alleviated if we switch to a more

powerful phase SLM.

7.3.5 Design Criteria and Analysis

We now analyze the properties of ConeTilt displays and the system con�gurations required to achieve

them. For simplicity, all the analyses use the paraxial assumption and assume the eyes are close to the

tunable lens.
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Field-of-View

Field-of-view of a typical multifocal display depends on the size of the display panel and the distance d ,

when the eye is close to the tunable lens. When the default tilt is implemented by the phase SLM, the

�eld-of-view is constrained, due to the limited tilt supported by the phase SLM. From Equation (7.1), the

default tilt �ud = �xd for the pixel x on the DMD, and based on Equation (7.11), we have

����
�x
d

���� 
�

k�x
, or |x |  �d

k�x
. (7.13)

Therefore, when implementing the default tilt with the phase SLM

�eld-of-view  max
����
2x
d

���� =
2�
k�x
=

�

�x
. (7.14)

For example, given � = 520 nm, �x = 6.4 um, d = 58mm, and a DMD with 13.6-um pixel pitch, we have

a �eld-of-view of 4.7 degrees, or 346 DMD pixels.

Our prototype implements the default tilt with a physical �eld lens and is capable of displaying

content on the entire display panel without being constrained by the phase SLM. Thereby the �eld-of-

view of our prototype is the same as a typical multifocal display.

Eye Box

Most multifocal displays have small eye boxes, due to the lack of occlusion cues (which causes virtual

objects to overlap when the eye shifts). As a consequence, even though in principle multifocal displays

do not require gaze tracking to provide accommodation cues, most implementations use gaze trackers

are re-rendered the scene according to the location of the eye and the direction of the gaze [Mercier

et al., 2017].

In a ConeTilt display, eyes can move freely inside the aperture of the tunable lens without causing

overlapping contents. This extends the e�ective eye box to the entire aperture without the help of a gaze

tracker or re-rendering. In our prototype, the aperture size is only limited by the ability of the phase

SLM and is equal to umd = 2.1 mm in diameter.

Contrast

With the ability to prevent light leakage, ConeTilt displays preserves the contrast of focal planes. Fig-

ure 7.3(b,d) compare the contrast when we display the same content on the focal planes on a typical

multifocal display and on a ConeTilt display. As can be seen in the third row, ConeTilt not only sig-

ni�cantly reduces the contribution from the back focal plane to the front focal plane, it also makes the
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transition much sharper. Similar trends can be observed in Figure 7.7. These results demonstrate the

ability of ConeTilt to preserve contrast.

7.3.6 Limitations

We provide a detailed understanding of the key limitations of ConeTilt displays and potential ways to

mitigate them.

Inability to Handle Complex Occlusion Patterns

ConeTilt displays tilt entire light cones tomimic the e�ect of occlusion. While avoiding the loss of spatial

resolution, this idea does not extend beyond simple occlusion scenarios where the occluding contours

are smooth and well separated. For example, if the front focal plane has two occluding contours in close

proximity, then ConeTilt would be insu�cient to produce the occlusion cue. For such a scenario, we will

need to “trim” the light cone, an operation that is beyond the simple tilt operation that we implement

in this paper.

Complexity of the Occluding Contours. The minimum distance between two occluding edges on

a focal plane is the size of the light cone on the front focal plane. From Equation (7.8), we have

min distance =
2d2um
�

�����
1
zo
� 1
zi

����� display pixels, (7.15)

where zo and zi is the depth of the focal planes, and � is the pixel pitch of the display pixels. On our

prototype, when the front and the back focal planes are separated by 4 diopters, the minimum distance

between two occluders on the front focal plane can be 36 pixels. Note that Equation (7.15) decreases

quadratically in d , whereas the eye box only decreases linearly in d . This provides an advantageous

trade-o� between the minimum distance and the size of the eye box. Speci�cally, we can make the

occluding edges much closer if we are willing to slightly reduce the size of the eye box.

Dark Halo Near Occluding Edges

In typical multifocal displays, the shape of the defocus blur kernel is determined by the aperture of

the tunable lens. In a ConeTilt display, the shape of the defocus blur kernel is determined by the tilts

and is the intersection of the tilted light cone and the aperture of the tunable lens, as illustrated in

Figure 7.5a and Figure 7.10. This functionality enables ConeTilt displays to avoid light leakage. However,

a one-parameter tilt cannot produce photo-realistic defocus blur kernel. In the example shown in the
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Figure 7.5a, in reality, the occluder will allows all the light in the crescentic region to pass. In contrast,

a ConeTilt display can only render the light in the green region, and as a result, some light rays are

missing in the virtual scene. The main e�ect of missing some light rays is that the defocused objects

near the occluding boundaries are dimmer compared to the reality.

Other Limitations Due to Phase SLMs

In addition to the limited capability to tilt light, using a phase SLM induce the following limitations on

a ConeTilt display.

Chromatic Aberration. Since the phase of the light depends on its wavelength, the phase function

is color-dependent. To create a typical RGB display, we can use time-multiplexing and show each of the

phase functions designed for each color sequentially. To alleviate the chromatic aberration caused by

polychromatic light, the phase functions need to be smooth. Thereby, in the optimization problem (7.10)

we use the `2-regularization to �nd a smooth solution. Nevertheless, since the phase SLM is attached

to the display panel, the chromatic aberrations will only appear in the defocused regions, i.e., on an

out-of-focus content that has been tilted.

Ghosting Artifacts. Typical phase SLMs quantize the phase values to 8-bit, and the quantization will

create ghosting artifacts [Laude, 1998], which reduces the contrast of tilted light cones. In our experience,

it is usually more severe when the amount of tilt is large.

Phase Wrapping Artifacts. Since most phase SLMs can only achieve a phase delay of 2� , the phase

function will be wrapped multiple times across the entire display. Due to the dramatic change in phase

values, the wrapping creates dark seams in the images we see. While using smooth phase functions

helps alleviate the problem, in our experience, the most e�ective solution is to rapidly change the global

phase o�set within the exposure time of a frame. Changing the o�set shifts the dark seams without

a�ecting the content, and thereby is e�ective in smoothing the dark seams. The functionality can be

implemented by displaying the phase functions with di�erent o�sets rapidly on the phase SLM or with

a single-cell liquid crystal rotator that can changes the phase o�set globally. In our prototype, for the

sake of simplicity, we display phase functions with di�erent o�sets within one camera exposure.

RefreshRate. In an ideal scenario, each focal plane should be tilted individually with its ownConeTilt

con�gurations. However, typical phase SLMs have a refresh rate of less than 200 Hz and thereby limits
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the number of phase functions we can display within a frame. For example, if the display runs in 60

frames per second, we can at most use 3 phase functions within each 3D frame.

To account for the limited refresh rate of a phase SLM, in our experiments, we only calculate two

phase functions — one for all the pixels in scene that can be seen by a centered eye and the other for the

occluded contents directly behind occluders. In other words, we compute a phase function for contents

that we can see directly, and we compute another phase function for all contents directly occluded by the

objects shown in the �rst image. When displaying the 3D scene, we display the image-phase function

pairs sequentially within one frame. This avoids the need to use a phase SLM with very high refresh

rate and in our experience, it can still e�ectively reproduce the occlusion cues for most scenes.

Finally, we note that the ConeTilt operator need not be implemented on phase SLMs. We can use

other technologies that can steer light locally, like the micro-prism proposed by Smith et al. [2006],

which enables ±7� tilts. This can improve the size of the eye box of the display signi�cantly.

7.3.7 Comparison to Optimization-based Filtering

Narain et al. [2015] show that the dark and bright halos at depth discontinuities can be alleviated by

optimizing the content to show on the focal planes, under the objective of producing the desired image

at each focus setting of the eye. However, this optimization-based �ltering approach aims to satisfy only

the focus cue of the eye. The algorithm often renders an object at a single depth on multiple focal planes.

As a consequence, the method requires precise placement of the eye with respect to the display, and

small motions of the eye can lead to inconsistent motion parallax and occlusion cues unless the content

is regenerated, which often requires a precise eye and head tracking system [Mercier et al., 2017]. In

the simulation results shown in Figure 7.8, even though the optimization-based �ltering successfully

reproduces the scene when the eye is centered, the quality of the results deteriorates dramatically when

we change the viewpoint slightly. In comparison, the proposed display shows the contents at their

original focal planes, and thereby its performance is more robust to the change of viewpoints, or other

factors that can vary easily like the pupil diameter. Recently, Choi et al. [2019] propose to solve the

problem by optimizing for small movements of the eye instead of di�erent focus settings. However, the

method is tied to speci�c multifocal displays and has high computational cost.

The proposedConeTilt operator provides an alternate approach to achieve the goals of the optimization-

based �ltering. Instead of modifying the content, we concentrate on modifying the display hardware,

and as we will demonstrate by real captured results in Section 7.5, the proposed method e�ectively and

e�ciently prevents light leakage, generates occlusion cues, and increases contrast. In principle, the
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Figure 7.8: Comparison between optimization �ltering and ConeTilt. (a) The scene contains two

planes at 10 cm and 1 m. (b) shows the content created by optimization-based �ltering, and (c) shows

the inputs for the proposed ConeTilt display. We focus the camera (d) on the front plane and (e) on the

back plane at both the center position and a slight shift to the right. The shift causes the back plane to

move by 1 pixel and the front plane to move by 10 pixels in the same direction.
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lessons underlying Narain et al. [2015] and Mercier et al. [2017] — namely, optimization-based content

generation — could be extended to our hardware as well and, in this sense, the two approaches are

complementary.

7.4 Proof-of-Concept Prototype

In the section, we provide details in building our proof-of-concept ConeTilt display, which is shown in

Figure 7.9. Our prototype directly follows the schematic shown in Figure 7.4 and is built with o�-the-

shelf components.
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Figure 7.9: Lab Prototype. The red line shows the path of a light ray. The DMD is TI DLP 7000, which

has a pixel pitch of 13.6 um, the linear polarizer is Edmund Optics 86-178, the pellicle beamsplitter is

Thorlabs CM1-BP145B1, the phase SLM is Holoeye LETO, which has a pixel pitch of 6.4 um, the focus

tunable lens is Optotune EL-10-30, and the LED is LED Engin LZP-L4MD00. The distance between the

relayed DMD (SLM) to the tunable lens is 58 mm. The depth range of the display is 35 cm to in�nity.
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7.4.1 System Overview

Our prototype implements a light cone of 1.2 degrees in radius, a �eld-of-view of 6.8 degrees in diam-

eter, and an eye box of 2.4 mm in diameter. Note that since our prototype uses a physical �eld lens to

implement the default tilt, the �eld of view is the same as a multifocal display of the same con�guration.

The small �eld-of-view is due to the simplicity of our implementation and can be increased by moving

the tunable lens closer to the phase SLM, i.e., reducing d , which is currently 58 mm.

The light comes from a green LED whose spectrum centers at 520 nm. We put a di�user in front of

the LED and build a 1:2.5 afocal system to make the light covers the DMD uniformly. After re�ected

by the DMD, the light is relayed by the �rst 4f system with f = 100 mm and passes through a light

polarizer, which is used to enable the phase-only mode on the SLM. We set the target wavelength of the

phase SLM to 520 nm. Since our phase SLM is re�ective, we place a beamsplitter in front of the SLM.

We use a pellicle beamsplitter to avoid the ghosting and optical-axis shift caused by cube- or plate-

beamsplitters. This is only to simplify the implementation. The aperture of the second 4f system crops

any light exceeds the original range of the light cone. Finally, the light goes through the focus tunable

lens and reach in eye/camera. The distance between the relayed phase SLM/DMD and the tunable lens

is 58 mm. The LED and the DMD are controlled by the proposed intensity-modulation we introduced

in Chapter 5. The focus tunable lens is controlled by the focal-length tracking module introduced in

Chapter 6. Note that the DMD micromirrors �ip along their diagonal axes. To account for this, we

rotated the DMD, the phase SLM, and the camera by 45 degrees.

7.4.2 Calibration and Alignment

To calibrate the system, we place a beamsplitter, between the second 4f system and the tunable lens.

The beamsplitter forks the optical path for extra cameras without being a�ected by the tunable lens, and

we remove the beamsplitter once calibration is completed. We connect two cameras (marked by blue in

Figure 7.9) — one focuses on the phase SLM and the other on the in�nity (i.e., the aperture plane of the

�rst 4f system).

In the following, we provide our calibration procedure.

1. Virtually Attaching the Phase SLM and the DMD.We focus the calibration camera (blue 1 in Figure 7.9)

on the phase SLM and move the DMD till it is in sharp focus. Note that the phase SLM pixels are

transparent, and this makes the calibration process more di�cult. Fortunately, we �nd that when the

input polarization of the SLM is in 45 degree with respect to its long axis, the SLM operates in amplitude

mode and enables us to display visible patterns. The trick makes the calibration process more accurate.
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2. Adjust the Tilt of the Phase SLM.We temporally mount a mirror on the unused side of the beamsplitter

B1, focus the camera at in�nity, and close the aperture of the �rst 4f system to the smallest. The small

aperture enables us to send narrow beams toward the beamsplitter. When the phase SLM and the mirror

have di�erent tilting angles, the camera will see two copies of the beam (one from the mirror and the

other from the SLM), and we adjust the tilt of phase SLM to overlap the two copies.

3. Aperture of the �rst 4f System. Weuse the calibration camera focusing at in�nity to adjust the aperture

size of the �rst 4f system (i.e., the size of the light cone). Since the size of the light cone is limited by the

capability of the phase SLM to tilt light, we show the phase SLM to help the calibration. We display an

all white image on the DMD and tilt all pixels by 2um in the same direction. With the second aperture

open, by changing the tilting direction, we adjust the aperture location and size till the tilted light cones

touch the boundary of the original light cone in every direction.

4. Aperture of the second 4f System. After �nishing the last step, we adjust the location and the size of

the aperture so that the entire cone is cropped when tilted by 2um toward every direction.

5. Placing the Field Lens. Since the DMD is virtually relayed by the 4f relays, it makes adjusting the

position of the �eld lens slightly trickier. We put a camera at the output side and focus the camera on

the virtual copy of the DMD before placing the �eld lens. The position of the �eld lens is chosen to

maximize the sharpness of DMD. The focal length of the �eld lens is 60 mm.

6. Adjust the Position of the Tunable Lens. The distance between the focus tunable lens and the �eld

lens is determined by the focal length of the �eld lens and is very important. Since the default tilt

implemented by the �eld lens makes light cones of all pixels to overlap at the focal plane, we �rst focus

a camera on the output side on the focal plane where we see a sharp cone. We then place the tunable

lens at the location where the cone is sharpest.

7. Find Pixel Correspondence between DMD and Phase SLM. To �nd the pixel correspondence between

the DMD and the phase SLM, we focus the camera on the phase SLM (and the DMD, since they are

colocated.) We label the patterns shown on the phase SLM and the DMD and use the results to calculate

the pixel mapping. We then resample the phase function according to the correspondence to display on

the phase SLM.

Note that the spatial resolution is preserved only when the phase SLM is perfectly colocated with the

DMD and is optically thin. In our prototype, we observe a small loss (⇠1.5⇥) in spatial resolution.
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7.4.3 Reducing the Bulk of the Prototype

The bulk of our prototype is mostly contributed by the o�-the-shelf components which force us to

optically colocate the DMD, the phase SLM, and the image plane of the tunable lens. In principle, the

footprint of the overall system can be signi�cantly reduced if customized components are used. For

example, a transparent phase SLM can be attached directly to an OLED panel and be placed in front of

a tunable lens. The angular range of the OLED can be controlled during the manufacture process by

adding microlenses onto each pixel similar to the method used by camera pixels. The second aperture

can be directly controlled by the aperture of the tunable lens. Compared to a typical multifocal display,

a ConeTilt display only requires an additional transparent phase SLM attached to the display.

7.5 Experimental Results

We showcase the performance of ConeTilt on scenes designed to highlight the important features of the

proposed method. Before we show the results, let us �rst introduce the inputs and the capturing process

we used when conducting the experiments.

Inputs. Given a 3D scene, we �rst discretize the scene according to the depth of the focal planes (in

diopters) and assign each point in the scene to its nearest focal plane. Given the size of the light cone, we

remove all pixels that are completely occluded. We then follow the algorithm described in Section 7.3.3

to compute the tilt for each pixel and the phase function to show with each focal plane.

While the inputs can be generated very e�ciently, the number of phase functions our prototype

can show is limited by the refresh rate of the phase SLM. To circumvent the limitation, we �nd that

most scenes need only two phase functions — one for unoccluded content and the other for the directly

occluded content — to e�ectively create occlusion. As a result, we divide each frame into visible and

directly overlapped contents, and we compute the phase function for each of them. This method sig-

ni�cantly lessens the required refresh rate of the phase SLM. Note that while the proposed display is

compatible with optimization-based content-generation methods [Akeley et al., 2004, Choi et al., 2019,

Mercier et al., 2017, Narain et al., 2015, Xiao et al., 2018], to evaluate the e�ectiveness of ConeTilt, we do

not apply any �ltering to the content and leave optimization-based content generation for future work.

Capturing Process. Weuse a FLIR Grasshopper grayscale camera with a Nikkor 35mmprime lens set

to f /22 to capture the photos. The camera is put on a linear translation stage in front of the tunable lens.

We use a 1:1 4f relay to map the camera to the aperture of the tunable lens. This provides enough space
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for the translation stage and reduces the magni�cation caused by the unnecessary distance between the

camera and the lens. To simplify the synchronization between the DMD and the phase SLM, we capture

the directly visiable and overlapped content separately and sum the two images without moving the

camera. Since our prototype is grayscale, to showcase RGB contents, we display and capture each color

channel separately and sum the captured images.

In the following, we show the results on various scenes, and we encourage readers to check the

videos where we move the camera left and right or change its focus in the supplemental materials. Note

that during the capturing process, we do not re-render the scene based on the camera con�gurations,

i.e., the camera is entirely independent to the display.

7.5.1 Control the Light Cones with ConeTilt

First, we verify the ability of ConeTilt to tilt light. Figure 7.10 shows the light entering the tunable lens

under di�erent con�gurations of tilts. We show a full white image on the DMD and tilt every pixel in

the same direction. The results are captured by focusing a camera on the aperture of the tunable lens

(see Step 3 in Section 7.4.2). As can be seen from the results, ConeTilt e�ectively controls the light cones

of all pixels.

7.5.2 Hiding Content Behind Occluders

We demonstrate the capability to hide content behind an occluder and reveal it when the camera/eye

shifts — all without re-rendering the scene. As shown in Figure 7.11, the scene contains an opaque

smiley face in the front and a question mark and the text “conetilt” in the back. We shift the camera

with a translation stage from left to right; when the camera is at the left position the text should be

occluded by the smiley head, and the text should be revealed when the camera shifts to the right. As can

be seen from the results, the smiley face rendered by the typical multifocal display fails to occlude the

text and even makes the text brighter due to the additive nature of the front and the back focal planes.

In comparison, the text is occluded and revealed when ConeTilt is applied. The lower intensity of the

text is as expected, since most of the light from the text are occluded by the smiley face, as it will happen

in reality. The results showcase the capability of the proposed display to support small shifts of pupil

without the help of a gaze tracker or any additional rendering. The property is useful, as it can lower

the hardware and computation requirements of VR displays to create immersive virtual worlds.
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Figure 7.10: Sum of all tilted light cones. We focus the camera on the aperture of the tunable lens

and show an all-one image on the DMD with di�erent global tilting con�gurations. The camera sees

the sum of the tilted light cones from all pixels.
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Figure 7.11: Creating occlusion cue. The �gure shows the captured photo of the scene shown in (a)

when the camera is at a left and a right position. On the left shows the whole images, and on the right

shows the color-coded insets. The front smiley face is opaque and should occlude the text and part of

the arrow when the camera is at the left position.
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Figure 7.12: Rendered and captured results on the lightning scene. The �gure shows the captured

images of the scene shown on the top left. The tilting vectors are shown on the bottom left with the

direction of the tilting vectors shown in the inset. “no occluded content” means that we remove the

directly occluded regions in the background.

7.5.3 Generic Occluding Contours

We show captured results on scenes with more complicated occluding contours in Figure 7.12, Fig-

ure 7.13, Figure 7.14, and Figure 7.1. From the results, we have the following observations.

Reduced leakage. All results consistently demonstrate that the ConeTilt display e�ectively reduces

light leaking from the background onto foreground occluders. Please see the boundaries of the building

in Figure 7.12a, the top of the rock in Figure 7.13b, and the boundary of the leaf in Figure 7.14b for exam-

ples. As can be seen from the results, while removing the directly occluded regions in the background

helps reduce the light leakage in multifocal displays, it does not completely solve the problem. This can

be easily seen from the supplemented videos when the camera shifts left and right.
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Improved contrast. To quantitatively characterize the e�ect of ConeTilt on the contrast of the fore-

ground, for the same 3D scene shown in Figure 7.14, we capture an additional result shown in Figure 7.15

by removing the background of the scene while the camera focused on the foreground. This enables us

to examine how showing the background a�ects the pixel values of the foreground.

In reality, since the leaf is opaque and is in focus, showing the background does not a�ect its pixel

values. Therefore, the correlation coe�cient between the pixel values before and after showing the

background should be one. As can be seen from Figure 7.15, in the multifocal display, due to the leakage

from the background, we see an increase in the pixel values after showing the background and thereby

a reduction in the contrast, which is re�ected by the small correlation coe�cient. While removing the

directly occluded background helps reduce the leakage and increase the contrast, it has limited e�ects.

In comparison, the ConeTilt display achieves a correlation coe�cient closest to one. We want to point

out that due to the ghosting e�ect discussed in Section 7.3.6, the ConeTilt display does not achieve a

correlation coe�cient of one.

Defocus cues. The captured results also demonstrate another advantage of ConeTilt displays over

typical multifocal displays. When amultifocal display tries to reduce light leakages by removing directly

occluded content on the background, it deteriorates the defocus cue of the occluder when the camera

focuses on the background. As can be seen from Figure 7.13c and Figure 7.14c, the defocused foregrounds

of the multifocal display (no overlap) look unnaturally sharp even though in reality they should be

blurred due to defocus. In comparison, the ConeTilt display successfully renders blurred foregrounds.

While subtle, it has been shown that successfully generating the defocus cue is important for improving

the immersion of VR displays [Zannoli et al., 2016].

Artifacts. The captured results also faithfully shows the artifacts of ConeTilt displays. We can see the

dark halo in Figure 7.13b around the rock and Figure 7.14b around the leaf. Note that when removing

directly occluded background, the multifocal display also su�ers from dark halo. The ConeTilt display

also fails to prevent light leakage when two occluding boundaries are too close, as can be seen in Fig-

ure 7.14c at the narrow breaking of the leaf. We also want to point out that there are also light leakages

at the tips of leaf and the stem. This is due to the smoothness constraint we apply when solving the

phase function. For example, pixels at the upper part of the stem need to the tilted upward, whereas the

bottom part needs to be tilted downward; this causes the center portion of the stem to be un-tilted. The

artifact can be removed by not showing these background pixels, at a cost of increasing dark halo.
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Figure 7.13: Results on the chess scene. This �gure shows the captured photos of the scene (a) when

the camera (b) focuses on the center rock piece and (c) focuses on the center king in the back.
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(a) Scene and ConeTilt configurations

(c) Pixel values of the leaf before and a�er showing the background,
camera focuses on the foreground 

(b) Captured results, camera focuses on the leaf

Figure 7.14: Results on the leaf scene. This �gure shows the results on (a) the scene when the camera

(b)focuses on the leaf and (c) focuses on the background with the leaf colored as opaque black. (d) shows

the pixel values of the leaf when the camera focuses on it. The x-axis represents the pixel values when

the background is not shown, and the �-axis represents the pixel values after showing the background.

3D Scene modi�ed from [Leaves].
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multifocal multifocal (no occluded) conetilt

Figure 7.15: Captured results on the modi�ed leaf scene. This �gure shows the results on the

scene shown in Figure 7.14 when the color of the foreground (leaf) is replaced by solid black. The

camera focuses on the background.

7.6 Conclusions

This chapter proposes a simple but e�ective technology for displaying immersive virtual scenes on

multifocal displays. While our current prototype is bulky and limited by the capability of our phase

SLM, the proposed ConeTilt operator can be neatly incorporating into existing multifocal displays and

can easily bene�t from the rapid-evolving light modulation technologies. We believe the technology

proposed in the paper for high spatial-resolution light manipulation could spur innovation in virtual

and augmented reality systems and in traditional light-�eld displays.



8Conclusion
If we say that photographs are the projection of a photographer’s mind, virtual worlds should be the re-

�ection of a director’s imagination. Three-dimensional displays have come a long way since their debut

in 1833 when Sir Charles Wheatstone developed the �rst stereoscope. Recent progresses in location and

depth estimation, head and gaze tracking, and display technologies have popularized AR/VR devices in

entertainment, education, and business industries.

That being said, AR/VR displays still have a long way to go. The research in the dissertation is

motivated from my experience of playing VR games. After spending a wonderful afternoon with my

friends in a virtual world, I felt the dizziness caused by the vergence-accommodation con�ict, and I

started to realize the implication of the lack of focus support in VR displays.

The main lesson that we have learned through the thesis research is that the generation of light

can be made signi�cantly more e�cient with a small modi�cation to display hardware. Each of the ad-

vancements carried out in the dissertation starts by introducing a new functionality into the display —

an intensity-modulated light source for high bit-depth and high speed projection, an oscillating tunable

lens for displaying dense focal stacks, and a programmable �eld lens for creating opaque virtual ob-

jects. The proposed optical and hardware designs not only enable novel functionalities but also relieve

a signi�cant amount of computational burdens if implemented via a software-only design.

Our ConeTilt display is far from perfect. While the customized DMD-based projector enables us

to display focal planes in a high frame rate, it inevitably increases the footprint of the display. Next-

generation micro-display technologies like OLEDs or microLEDs can signi�cantly reduce the size of the

proposed displays. We will also bene�t from next-generation technologies that enables unprecedented

capabilities of light modulation. For example, a SLM that can simultaneously controls both the intensity

and the phase of a pixel, a programmable holographic optical element that can reshape the wavefront

emitted by the display, or a nano-structure optical element that can signi�cantly reduce the bulk of the

display or manipulate light in an unimaginable manner.
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The thesis research focuses on introducing novel hardware functionalities. Nevertheless, during the

research, we have learned that the capability of the proposed designs have yet been maximized. For

example, ConeTilt displays will signi�cantly bene�t from re-designed rendering and display pipelines.

Optimization-based or deep-learning-based content generation can be used to solve the dark-halo ar-

tifacts created by ConeTilt display. A rendering process that e�ciently returns an all-in-focus image

and all occluded content near occluding boundaries will also make ConeTilt displays more e�cient. A

new display bu�er that enables rapid refresh of pixel values and e�cient storage of hidden contents will

signi�cantly improve the bandwidth requirement of ConeTilt displays.

The goal of 3D displays is to replicate reality by deceiving all perceptual cues used by the human

visual system. The thesis research tries to mimic the physical process of light generating in the real

world, but deceiving perceptual cues do not require following the conventional route. We imagine future

3D displays that generate light �elds by boldly breaking the boundary set by the physical process. The

displays will equip high contrast ratio, wide color gamut, �ne bit-depth, high frame rate, and satis�es

all perceptual cues. We look forward to immersing in the next-generation 3D displays.

Hope lies in dreams, in imagination, and in the courage of those who dare to make dreams into reality.

— Jonas Salk
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